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ABSTRACT - Crowd counting is used to estimate the number 

of people in a picture. Regression is now a popular technique 

for counting people's numbers. It is worth noting that, with the 

advent of convolutional neural networks (CNN), CNN-based 

approaches have become a research hotspot. It is a more 

fascinating subject to predict the number of people in the 

picture than to predict the location of the person in the image. 

Since perspective distortion causes variations in the size of the 

crowd in the picture, the perspective transformation present is 

still a challenge. To reduce viewpoint distortion and more 

accurately locate a person's location, we created a novel 

system called the Adaptive Learning Network (CAL). 
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I. INTRODUCTION 

The crowd counting task requires you to count the number of 

people in a picture. The crowd counting task is critical in 

manufacturing, life, disaster management, security control, 

and public space design [1–3]. Crowd counting has received 

increased publicity as people's safety perception has 

improved. Recently, the crowd counting task has used a 

convolutional neural network (CNN) to resolve the scale 

variance problem, resulting in significant improvements in 

crowd density estimation [4,5]. 

However, the image's perspective distortion remains a 

significant challenge for crowd counting; specifically, the 

model is not especially accurate in predicting avatars with 

large differences in size in the same image. As a result, 

understanding how to properly manage items of varying sizes 

is critical to improving the crowd counting model. Recently, 

the demand for crowd counting has shifted from simply 

counting the total number of people in a picture to also 

locating a precise personal location, allowing for more 

accurate counting. The Visual Geometry Group (VGG) [6] 

serves as the foundation for the majority of the current work. 

Following that, after each max pooling process, extract and 

decode different sizes of features separately. After each max 

pooling, we can obtain features with sizes of 1/2, 1/4, 1/8, and 

1/16 of the original image scale. The current approach simply 

superimposes features of varying sizes without taking into 

account the mixture of varying sizes brought on by different 

image inputs and different scene inputs. The level The pattern 

of perspective transformation in each picture is not the same, 

which means that if our branch information is merged in the 

same way, the acquired knowledge would not cover all 

samples. On this basis, we propose using a dynamic 

framework to combine branch knowledge based on various 

image features in order to achieve the aim of dynamic 

evolution. We also suggest a dynamic learning branch 

combination approach based on the adaptive scenario 

discovery system (ASD) [7]model. Unlike ASD, our model is 

concerned with more than just basic counting tasks; we also 

include the location of complex items in the model. 

 

II. RELATED WORK 

The early detection-based methods [8–11] are based 

on the detection style system, which employs the slide 

window to detect people in photographs. These methods 

estimate the number of pedestrians in low-density crowd 

scenes by detecting their entire body. However, due to 

occlusions, heads are usually the only identifiable component 

in high-density conditions. The detectors of some body parts 

detection methods were proposed as a further development. 

Regression-based methods, on the other hand, regressed the 

crowd density plot, the integration of which is the crowd 

counting result. Earlier methods counted by mapping global 

image features or combining local patch features, yielding 

roughly counts. When these two strategies are compared, 

regression-based approaches outperform in high-density 

situations. Furthermore, detection-based methods can typically 

address both counting and localization problems at the same 

time. 

Recently, CNN-based methods have demonstrated 

their benefits in crowd image feature mapping and 

people/head recognition for crowd counting and localization. 

The Multi-column Convolutional Neural Network (MCNN) 

approach is tested in which three columns of different filters 

are used to extract features of heads at various scales. 

Sam et al. [21] proposed the Switching-CNN and 

trained each of the three columns with a subset of the patches, 

while a density selector is used to extract structural and 

functional differences. Li et al. propose the CSRNet as a 

method for concentrating on encoding deeper features in 

congested scenes. In addition, Idrees presented a deep CNN 
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with composition loss method for counting, density map 

estimation, and localization. 

Since regression-based crowd counting approaches 

are commonly used in counting scenes, the most 

straightforward approach is to tackle the localization task by 

sharpening crowd density maps. However, the poor accuracy 

of the density plot, as argued in most previous studies, 

remains an unavoidable disadvantage. An early anomaly 

detection and localization method implemented normalcy 

models, which jointly demonstrate the appearance and 

dynamics of complex congested scenes in which MDTs are 

trained at multiple scales to deal with the problems of 

empirical evaluation of anomaly detectors on crowded scenes. 

For pixel-level image classification, the Fully 

Convolutional Network (FCN) is suggested. Matan et al. 

enhanced the classic LeNet to identify digit strings. Ning et al. 

have used entirely convolutional inference to plan a convent in 

the segmentation of C. elegans tissues scene. Multi-layered 

nets have also used entirely convolutional computation in 

recent years. 

 

III. PROPOSED ARCHITECTURE 

 We suggest a new model with three components: the 

backbone, the pathways, and the adaptive branch. Figure 1 

depicts the architecture of a novel system called Adaptive 

Learning Network (CAL). We will go over the framework and 

implementation in depth in the following parts. 

 
Figure 1. Proposed Architecture 

 

The VGG [6] network is currently used as a 

backbone in the mainstream approach for extracting features 

from crowd counting tasks. The use of a backbone network 

can be divided into two categories: starting from scratch to 

build a new network or migrating a pre-trained subnet from an 

existing network. Between these two options, the second has 

more benefits in terms of both time savings and performance. 

This is also the basis for our network architecture. We started 

by creating a feature extraction structure using VGG16 as the 

backbone. We did, however, replicate and fine-tune some 

blocks in order to adjust the feature extraction task to multiple 

resolutions. More precisely, as seen in Table 1, our backbone 

eliminates the completely connected layer of VGG16. 

Furthermore, our VGG model is pre-trained on the ImageNet 

dataset. 

 

IV. RESULTS AND OBSERVATION 

In this segment, we will look at three popular crowd 

counting datasets that are commonly used in crowd counting 

and localization tasks. Furthermore, several methods for 

evaluating the efficiency of the architectures are added. 

Following that, we compare previous experimental findings 

and assess our approach on these datasets. 

 

Table 1. Results Observed 

Approach MSE MAE 

CAL 63.5 99.2 

NO-CAL 70.8 119.5 

MCNN 43.1 56.8 

CMTL 56.9 67.3 

Switching 

CNN 
64.5 53.9 

 

V. CONCLUSION 

We present a novel architecture for counting crowds 

with perspective distortion correction using adaptive learning 

in this paper. Our approach focuses on using a dynamic 

learning network to learn the dynamic combination 

relationship under different samples and then applying this 

dynamic combination relationship to form different ratios for 

each image sample. The efficacy and efficiency of our 

proposed adaptive scenario discovery method for the crowd 

counting task were tested in relation to state-of-the-art 

approaches. 
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