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 Abstract – In recent years neural network based 

sequence to sequence (seq2seq) model have 

significantly increased the quality of the automatic 

text summarization. This is an abstractive way of 

summarization in which the meaning system forms 

new sentences instead of simply selecting and 

copying from the input text. Many new techniques 

have got added to this to make summary better. But 

still, it has a few shortcomings. In this paper, we 

have focused on one of those, which is to focus on 

a certain part of the input text to produce a 

summary. In this work, we have introduced a novel 

approach which first highlights some of the 

important key phrases and taking those key phrase 

along with the input text produces an output 

summary. 

 

 Index Terms – seq2seq model, neural network, 

text summarization. 

 

I.  INTRODUCTION 

 Text summarization is the task of condensing of 

the large input text keeping most of the relevant 

information intact. The goal is to produce a human-

like text summary. Earlier most successful 

summarization systems were based on extractive 

approaches that pull out and copy it together with 

other portions of the text to produce a condensed 

version. In contrast, abstractive summarization 

systems try to reproduce the shorter form of the text, 

while doing so system generates its own 

interpretation which may contain different parts than 

the original text [1] [2]. Some of the recent new 

models are abstraction based. Seq2seq model [3] [4] 

[5] is one of those state-of-the-art mechanisms. 

Although this model has produced promising results 

sill we are not close enough to reach the goal. So we 

have come up with a model by making some changes 

to those previously known techniques in order to 

achieve the goal of producing better summarization. 

 In our work, we have taken seq2seq model as our 

base. In the architecture of regular seq2seq model 

there are two parts; one is a neural network based 

encoder which encodes the variable length input and 

produces the fixed sized vector representation of the 

input. Second is decoder which takes the encoder 

output and produces the desired output. 

    In case of humans, we read the text and highlight 

some of the important parts of the input in our mind 

and at last, we combine all of that highlighted part 

and makes a summary out of that. 

    Keeping this intuition in our mind we have come 

up with a model which have three parts; first is 

regular encoder; second is highlighter which 

highlights some of the key parts of the input; third is 

the decoder which takes input from the encoder and 

the highlighter, then tries to focus more on that part 

of the encoder output which have been highlighted 

by the highlighter. This decoder also consists of 

Attention mechanism Pointer Generator Network 

and Coverage model. 

                             II. MODEL 

In most of the earlier famous known models, we can 

find some form of attention mechanism [6] which is 

a neural network based mechanism to give more 

focus to some of the important parts of the input. As 

there is no mechanism to tell which parts are 

important, this mechanism sometimes fails to 

provide proper attention to the proper part of the 

input. Now with the help of the highlighter, we can 

explicitly tell the attention mechanism to give more 

attention to that part of the encoder output which is 

being considered as important by the Highlighter as 

given in fig. 1. Highlighter is basically seq2seq 

neural biased decoder which processes key phrase in 

the form of a set of encoder hidden state. Highlighter 

selects all those hidden states of an encoder which 

are formed in alignment with the time steps of 

encoding of the highlighter selected key phrase. Now 
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with enough amount of data, we can train our 

highlighter to find important parts. From left, first, 

there is an encoder which encodes the input text. 

Then our highlighter which selects all the important 

hidden states which are having important 

information.s At last there is decoder which decoded 

to the desired summary 

 

We will talk about highlighter in the latter of this 

section. For now, we will assume that highlighter 

has produced output in the form of a set of encoder 

hidden state, h_li ∈ H_l (set of highlighter selected 

hidden states). Now let us talk about encoder first. 

A Encoder: 

The encoder in a Bidirectional Recurrent Neural 

Network [7] [8] [9]. For every time step encoder 

produces an output and a hidden state. The hidden 

state is a vector representation of what the encoder 

have read so far. The input to the network may be of 

variable length but the hidden state is a fixed length 

vector representation of the input. As the hidden state 

is of a fixed length then it becomes easy to deal and 

manipulate that is why we are mainly focusing on the 

hidden state, not on the actual output of the Recurrent 

Neural Network Encoders output. So now we can say 

that the job of the encoder is to convert variable 

length input into a fixed length representation in this 

case hidden state. 

 

B Decoder: 

 The decoder is similar to regular decoders in 

seq2sqe model with some changes in the attention 

mechanism [10] [11] to fit for our work. Along with 

attention, the decoder also contains the pointer 

generator network and coverage mechanism [12]. 

Pointer generator network helps the decoder to deal 

with out of vocabulary words and coverage model 

restricts decoder to give more than enough 

importance to a certain part of the input. 

    Originally as in Bandananu et al. (2016), the 

attention distribution, at is calculated as: 

ei
t = VT

 tanh(Whhi + Wsst + battn)                      -(1) 

 

ai
t = softmax(ei

t)                                              -(2) 

 

Where V, Wh, Ws and battn are learnable parameters. 

Fig. 1. The proposed model.  

Fig. 2. Image showing the inner model of 

Highlighter 
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In our work, we made changes to both the above 

equation. In order to give more attention to 

highlighter selected hidden states (h_li ϵ H_L) we 

changed the above equation as: 

 

𝑒𝑖
𝑡

=
𝑉𝑇 tanh(𝑊ℎℎ𝑖  + 𝑊𝑠𝑠𝑡 + 𝑏𝑎𝑡𝑡𝑛) 𝑖𝑓 (ℎ𝑖  ∈ H_L)

𝑉𝑇 tanh(𝑊ℎℎ𝑖  + 𝑊𝑠𝑠𝑡  − 𝑏𝑎𝑡𝑡𝑛)  𝑖𝑓 (ℎ𝑖  ∉ H_L)
  

− (3) 
 

Now according to this equation battn is added to every 

ei
t of the hidden state, hi if hi is one of the elements 

of the set of hidden states which are selected by the 

Highlighter and battn is subtracted if hi doesn’t belong 

to the set H_l Secondly we have used approach of 

memorizing the alignment temporally as mentioned 

in [13]. This approach is used to deal with two issues: 

i. repetition of words due to more attention to a part 

of the text than needed; ii. Fail in focusing on some 

important part of the text. 

We calculate at as: 

 

bt,j  = ∑ exp (𝑒𝑘,𝑗)

𝑡−1

𝑘=1

                                                  

− (4) 
 

Where bt,j denotes the aggregated alignment until 

the current time step. Modulated alignment bt,j is 

calculated as: 

 

𝑏𝑡,𝑗 =
exp (𝑒𝑡,𝑗)

𝑏𝑡,𝑗
ℎ                                                            

− (5) 
 

At t=1, 

 

𝑏𝑡,𝑗 = exp(𝑒𝑡,𝑗)                                                             

− (6) 

 

As there is no previous history. 

 

Finally at,j becomes: 

 

𝑎𝑡,𝑗 =
𝑏𝑡,𝑗

∑ 𝑏𝑡,𝑖
𝐿
𝑖=1

                                                − (7) 

 

Along with this, the decoder also consists of pointer 

generated network, for dealing with OOVs and 

coverage model ct 

 

𝑐𝑡 = ∑ 𝑎𝑡′

𝑡−1

𝑡′=0

                                                   − (8) 

                 

 

Including this, in equation (3) we get: 

 

𝑒𝑖
𝑡

=
𝑉𝑇 tanh(𝑊ℎℎ𝑖  + 𝑊𝑠𝑠𝑡 + 𝑊𝑐𝑐𝑖

𝑡 + 𝑏𝑎𝑡𝑡𝑛)  𝑖𝑓 (ℎ𝑖  ∈ H_L)

𝑉𝑇 tanh(𝑊ℎℎ𝑖  + 𝑊𝑠𝑠𝑡 + 𝑊𝑐𝑐𝑖
𝑡  − 𝑏𝑎𝑡𝑡𝑛)  𝑖𝑓 (ℎ𝑖  ∉ H_L)

 

− (9) 
 

 

C. Highlighter: 

 

As mentioned earlier, highlighter acts as the first 

decoder of our model and it gives key phrases in the 

form of a set of encoder hidden state. It is similar to 

the decoder part of our model as it is also sequence 

to sequence model, it also has a neural network based 

attention mechanism along with the pointer 

generator model and coverage mechanism. 

In our word we first trained the encoder and 

highlighter with a dataset which is specifically 

designed for keyword extraction task. Then we 

trained this along with the decoder part on a training 

dataset which is specifically designed for text 

summarization task.  

III. CONCLUSION 

 

We propose a model which is an extension of the 

seq2seq model. Our model contains three parts; 1. 

First is an encoder, which encodes the given input 

text into fixed sized vector form; 2. Highlighter, this 

produces a list of the important hidden state which 

can be used by the decoder; 3. Decoder gives more 

attention to the Highlighter produced the hidden 

state. It also has a temporal attention mechanism. 

This model can be used for abstractive text 

summarization. 
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