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Abstract: Human psychological stress and human emotion 

are very much interconnected, mainly in computational 

psychology study the relationship between stress and emotions 

is the key to understanding the underlying effects of 

surrounding and inner challenges of a human being. In this 

research we accurately predicted emotions individually and as 

a mixture from coded facial expressions. We also explored the 
relationship between visually perceptible psychological stress 

and the seven basic human emotions (Anger, Disgust, 

Contempt, Fear, Sad, Happy and Surprise) as depicted by 

facial expressions, both individually and in combination and 

found that visually perceptible psychological stress varies as a 

logarithmic function of emotion percentages as observed on 

the face of subjects.Substantial research has been done in the 

field of stress detection and analysis but the number of 

researches in the field of computerized or automated stress 

detection from the face is few. Our future goal is to develop a 

system to detect and monitor stress levels of employees in 

workplaces in real-time. All researches done so far on stress 
detection are not very practical for use as a real world 

application for stress detection. This is due to the fact that it is 

either intrusive and if not intrusive are cumbersome due to 

attachment to gadgets to the hands or other parts of the body 

which might restrict free movement of the subject at 

workplaces. Another method exists which measures stress 

levels of subjects, which is the self-reporting questionnaire 

method. This method is very much susceptible to reporting 

bias. Also, research in this domain suggests that both stress 

and emotionsaffect facial muscle movements. Accordingly a 

relationship seems to exist between stress and emotions as 
depicted on the face. So we proposed an emotion based 

method to detect and evaluate stress levels from facial 

expressions of a subject. This method eradicates the 

cumbersomeness of attaching electrodes, collecting biological 

samples or the bias in questionnaire methods and is very well 

applicable to real scenarios. The stress we evaluate is not a 

medical evaluation of psychological stress but just an indicator 

that can be used to recommend medical attention or 

consultation.Also, there has been plenty of research that 

attempts at unraveling emotion information of human subjects. 

There are a range of approaches to deal with emotion 

detection. Facial expressions, speech, bio-medical and 

psychophysiological methods are the leading approaches used 
for this field of research. Again, in this case as well, the facial 

expression method is the most suitable for our future goal of a 

stress monitoring system at workplaces as it does not require 

isolation as in speech method, neither does it require intrusive 

medical procedures as in bio-medical methods, nor is 

cumbersome with electrodes attached to the body as in non-

intrusive psychophysiological approach. In this research facial 

expression is used as the input and using our proposed pre-

trained Hidden Markov Model (HMM) [1] network emotional 

mixture of any particular facial expression is evaluated. Our 

findings include the following: 

1. Accuracy of Emotion prediction is enhanced when 
we consider all facial muscle movements together rather than 

considering only the prominent muscle movements. 

2. There is no gender difference in terms of emotion 

response among different genders but accuracy of overall 

emotion prediction is improved by gender segmentation 

during training and testing. 

3. Visually Perceptible Psychological Stress can be 

quantitatively expressed as a function of seven basic emotions 

(Anger, Contempt, Disgust, Fear, Happy, Sad and Surprise). 

4. When stress is considered as the response of occurring 

emotions on the face of a subject the relationship between 
stress and emotion is found to be logarithmic, this is in 

accordance to the famous Weber-Fechner law [2, 3] of stimuli. 

5. Accuracy of Stress evaluation is enhanced when we 

consider all the insignificant emotions as well along with the 

lead emotion rather than only considering the lead emotion. 
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INTRODUCTION 

The understanding of psychological stress and emotions 

are well related but has not been explicitly taken up for 

research yet. They are always dealt in researches as two 

different fields of study. In this research we quantified an 

indicator for visually perceptible human psychological stress 
from the face (hereafter mostly referred to as stress) in terms 

of emotions represented on the human face, which we term as 

facial expressions. Facial musculature is greatly varied among 

humans and to establish a universal or generalized method to 

evaluate facially observed stress would be impossible if we 

were to use only the muscle movement information. So to 

overcome this problem we need to express the muscle 

movement on the face to an intermediate form that would be 

more generalized before we could build a method to evaluate 

facially observed stress. According to the Facial Action 

Coding System developed by Ekman and Friesen [6, 7] seven 

basic emotions anger, disgust, contempt, fear, happy, sad and 
surprise are innate and universal to humans. These universal 

basic emotions can be used as an intermediate form which can 

then be used to develop a more general quantitative method of 

evaluating our intended stress indicator. Also, if we want to 

evaluate stress without the knowledge of the interplay of 

underlying emotions then any discussion on stress maybe 

incomplete. So in order to have an insight on the stress 

response of subjects we first need to develop a system which 

would identify the basic emotions depicted by a facial 

expression. Breaking it down further, to understand the 

emotion exhibited we needed to identify the muscle 
movements on the face.We did not build our own dataset of 

facial expressions and neither had we identified facial muscle 

movements from images. We used a dataset known as the 

Cohn Kanade Dataset (CK+) [4, 5] which readily gave us the 

facial muscle movement data as well as their depicted emotion 

for facial images according to the Facial Action Coding 

System developed by Ekman and Friesen in 1978 [6, 7]. We 

use these muscle movement data as inputs to our proposed 

model and arrive at emotion data as outputs. The manually 

obtained emotion labels provided in the CK+ dataset provided 

for the ground truth data which we used for training as well as 

testing of our model. Once the emotion detection phase was 
completed we conducted surveys that related stress and 

emotions. From these surveys and our emotion detection 

results we analyzed the relationship between emotions and 

visually perceptible psychological stress as reported by 

psychologists in the survey responses using regression 

analysis. 

 

METHODOLOGY 

Emotion assessment from facial expression is filled with 

complications and complexities. There are 64 identifiable 

facial muscle movements connected to emotion representation 
on the face according to Ekman and Friesen [6, 7]. Also, each 

muscle referred to as an Action Unit (AU) may exhibit 

varying degrees of intensity or deviation from the neutral 

position. A Neutral facial expression refers to a facial 

expression which does not exhibit any emotion at all and the 

position and orientation of any AU in this expression is 

referred to as the neutral position of that particular AU. These 

varying intensities are graded from level 1 to level 7 in terms 

of their increasing intensity. Level 1 represents the absence of 

any movement for an AU and Level 2 indicates that an AU is 

showing presence but the deflection is negligible and so on to 
Level 7 which indicates the maximum deflection of an AU 

from its neutral position. So to say the least for 64 AUs 

interplaying together to make up a facial expression there 

could be 647 = 4.398 x 1012 combinations that may represent 

an emotion or an emotion mixture. 

This huge number of combination are not all valid or 

possible expressions on a human face due to interrelated 

muscle movements and the near impossibility of facial muscle 

control to move every AU individually. Nevertheless roughly 

7000 combinations are known to be valid [44] and there are no 

rules that can directly relate these combinations to respective 

emotions. So a robust and learning capable model needs to be 
proposed to solve the problem. 

We use Hidden Markov Models in a complex orientation 

to find the probabilities that facial expression represent a 

particular emotion for all emotions. These probabilities are 

then normalized to understand the proportions of the basic 

emotions that constitute the whole facial expression. We 

assume here that the normalized probabilities are 

representative of the degrees of mixed emotion as often done 

in the field of engineering. 

After we have deciphered emotion information from the 

facial expression we need to evaluate stress levels and to that 
effect we conducted two surveys among psychology 

researchers and psychiatrists, one relates facial expression 

images to stress and the other relates emotion degrees to stress 

levels. After these surveys were conducted we use the results 

of the survey and the deciphered emotion information data to 

predict a regressional model that best describes the stress and 

emotion data. We propose five different linear and non-linear 

regressional models for prediction of stress levels from 

emotion degrees or percentages. We do this both for 

individual basic emotions and mixed emotions and choose the 

best model based on parameters like goodness of fit and root 

mean square errors. After the best model is chosen we present 
the model equations by determining the coefficients of 

unknown variables using regression analysis. 

The above mentioned approach can finally be used to 

evaluate visually perceptible stress levels as observable from 

the face of a subject in terms of seven basic emotions and the 

emotions can be deciphered using facial muscle movement 

information. The stress evaluation done here would be 

representative of the way how psychology researchers and 

psychiatrists recognize stress from the face.  

 

 CONCLUSION 

This dissertation discussed about two different models of 

emotion classification and a model for evaluation of facially 

observed stress. We found that stress visible on the face varies 

logarithmically with emotion percentages. From the 
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perspective of stimulus and response this follows Weber 

Fechner’s law of stimuli. This research also proposed emotion 

detection model with improved performance both for 

individual or lead emotion and emotion mixtures. The model 

for lead emotion detection is very fast without much loss of 

generality and accuracy. In the emotion mixture model gender 
segmentation was used to detect gender differences about 

emotion display on the face and our findings indicate no 

gender difference between males and females in emotion 

representation. Although we found no gender bias in emotion 

display but creating separate models for male and female 

groups have boosted accuracy. 

The stress detection model is intended not only to establish 

the logarithmic relationship between stress and emotions but it 

is a yardstick to quantitatively assess visually perceptible 

psychological stress levels using the equations generated by 

regression analysis. Once we train our model with more and 

more data and do a survey with much wider demographics, we 
would be able to very accurately predict stress in real 

scenarios. Emotions as well as stress response vary immensely 

along socio-cultural lines, and lines of ethnicity. In this respect 

there is need to study the cross-cultural effects of emotions 

and stress. Right now the CK+ [4, 5] dataset is not demarcated 

into ethnicitiesor into socio-cultural groups so these studies 

were not possible. This is one of the areas of our future study 

interest. 

We have mentioned in this dissertation that combination 

emotional ground truth data is not available at the moment, but 

studies regarding emotion mixtures and combinations are 
needed to better understand human perception, and humanized 

communication. Also, thinking in term of mixture of emotion 

model, we can visualize a system which recognizes all 7 

emotions from the face recursively. To elucidate this lets think 

of a recursive function that call itself. In the first run it finds 

the lead emotion, in the next call it finds the next lead emotion 

or the emotion which is next to the lead emotion in 

prominence. As in a recursive function parameters do not 

change, only the context does, the function leaves out the most 

prominent emotion in each step and attempts to find another 

prominent emotion until all 7 emotions are detected. Thinking 

this way the generated emotion percentage values should be 
fairly accurate. Our model can be thought of in a similar way. 

As the HMMs were trained without any bias or incomplete 

AU information all of the emotion HMMs would be equally 

responsive in detecting their type of emotion. In other words 

the probabilities for an emotion that is calculated can be 

thought of as the probability of the emotion of being the lead 

emotion. Considering all the emotion blocks prying on the AU 

code to find the possibility of corresponding emotion to be 

prominent, it is like a multithreaded parallel recursion. So, to 

conclude a database built with this model in combination with 

manual or automated FACS coding of facial image will 
successfully be authentic.Another area that we want to extend 

our research to is the real-time stress monitoring of personnel 

in organizations. This would be achieved in coordination of an 

automated FACS encoding program, historical and real-time 

stress analysis and the consideration of cardio and body 

temperature sensing. A cardio mouse is now readily available 

in the market and a remote body temperature sensor, which is 

pretty expensive at the moment. With these systems in place a 

stress monitoring system with alerting facility can be 

developed which would alert senior management or other 

responsible members of the organization about the stress 
conditions of an employee once it crosses a preset threshold. 

This would to some extent help employers to avoid stress 

related mishaps of employees. Also, patients suffering from 

mental illness if monitored through this system will give 

psychiatrists and medical professionals a great deal more 

information and insight about patients’ stress traits outside the 

doctor’s chamber, which is currently inaccessible. 
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