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Abstract—Virtual mobile mapping with the integration of 

virtual imaging directly referencing spatial information which 

includes georeferencing demand high level of research and 

development, direct geo- referencing is the determination of the 

time- variable position and orientation parameters for a cell 

virtual imager. Most widely acceptable technique are Satellite 
TV Positioning, Global Positioning System (GPS) and Inertial 

Navigation gadget (INS) it also include an Inertial dimension 

Unit (IMU). They are generally incorporated in this type of 

manner that the GPS receiver is the primary position sensor, 

even as the IMU is the primary orientation sensor. The Kalman 

Filter (KF) is taken into consideration because the top-rated 

estimation device for actual-time INS/GPS included kinematic 

role and orientation dedication. A shrewd hybrid scheme which 

includes a synthetic neural network (ANN) and KF has been 

proposed to overcome the limitations of KF and to improve the 

performance of the INS/GPS integrated system in preceding 
studies. But, the accuracy requirements of general cellular 

mapping applications can’t be accomplished effortlessly, even 

by means of the usage of the ANN-KF scheme. consequently, 

In this work proposed methods role and orientation 

determination scheme that ensemble artificial neural network 

with traditional Rauch-Tung- Striebel (RTS) smoother to 

improve the target accuracy of a MEMS INS/GPS integrated 

machine in put up-project mode. With the aid of combining the 

Micro Electro Mechanical systems (MEMS) INS/GPS 

incorporated gadget and the clever ANN-RTS smoother 

scheme proposed on this have a look at, a less expensive 

however still fairly accurate position and orientation 
determination scheme can be anticipated. 

Keywords—Artificial Neural Networks; Mobile Mapping 

Systems; Integration; INS; GPS. 

I.  INTRODUCTION 

The first experiments on MMS (Mobile Mapping System) 
was limited to be of usage [1].Based on [2], Mobile mapping 
describes a means of gathering geospatial information by 
making use of sensors of mapping which are installed on a 
movable device. Study regarding mobile mapping is going on 
since the 1980s. This technique is integrated on a movable 
automobile for mapping applications. Objects of interest is 
mapped and measured directly, from geo- referenced images 
making use of positioning and navigating sensors. Primarily 
used in the infrastructure mapping of highways and 
inventories of transport corridors. During the early nineties, 
developments in inertial technologies and satellites made it 
feasible to consider mobile mapping in a totally different 
manner. Rather than using units of ground control as points of 

reference for orientation of space images, the behavior and 
trajectory of an image platform can also be found out directly 
[3]. Positioning and navigation sensors, and cameras, are 
mounted and To determine the time-variable orientation and 
positional parameters for any mobile imager is called direct 
geo-referencing [1]. The most commonly used technologies 
these days for this method is IMU (Inertial Navigation Using) 
and satellite positioning using GPS. Also any of these single 
schemes can also be used in both orientation and position 
determination, which are mostly employed in such a manner 
that the GPS receiver works as a main positional sensor and an 
IMU unit works as a primary sensor for orientation. The 
accuracy of orientation by any IMU unit is dependent on the 
rate of gyro drifts, described typically by an angular random 
walk, Bias stability of a short term and a constant drift rate 
called the bias [13,12]. 

Siwen Guo (2017) proposed a new method in which a 
quaternion-based Kalman filter scheme is designed. The 
quaternion kinematic equation is employed as the process 
model.H.Koyuncu (2017) determined the 2D position of 
mobile objects in the indoor environment. Jie Hu et al (2018) 
presented a real-time positioning method for Extended Kalman 
Filter (EKF) and Back Propagation Neural Network (BPNN) 
algorithms based on Antilock Brake System (ABS) sensor and 
GNSS information. O.I. Abiodun (2018) studied many 
applications of ANN techniques in various disciplines which 
include computing, science, engineering, medicine, 
environmental, agriculture, mining, technology, climate, 
business, arts, and nanotechnology, etc. 

 

Figure 1: (a) MMS based on land example 
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(b) Direct geo-referencing an object of interest example (Adopted form 
[1]) 

A KF scheme is mainly called as the primary optimal 
estimation method in the present GPS/INS integration 
techniques. Also it has certain disadvantages mentioned by a 
number of researchers [11-13].  

ANN methods on the other hand were applied to form 
alternative GPS/INS integrated schemes to remove the 
disadvantages of Kalman Filter so as to provide efficient 
positional accuracy of the vehicular navigation system at the 
blockage times in GPS signals [8]. A proper Positioning and 
Orientation System (POS) was not proposed in any of the 
formly known methods so as to satisfy the mobile mapping 
application requirements in achievable accuracy and available 
states terms.Whereas, earlier study scopes were limited to 
compensate ANN to form a gap among the various GPS 
outages through developing a feature of accurate positioning 
for navigation usage. Hence, the problems centered on different 
orientation angles are not explained in detail. 

II. PROBLEM STATEMENTS 

When compared with a real time filtering process, post-
mission processing processes an advantage of acquiring the 
information about whole mission to calculate the trajectory. It 
becomes impossible by using filtering as only a few part of 
information is provided on every trajectory point, other than 
the last point [20].  

The very first step used in filtering is the method involving 
optimal smoothing, like usage of RTS backward smoother. It 
uses the filtered results and their covariance as a first 
approximation. Such approximations are refined by applying 
additional information which was earlier not used in the 
process of filtration. According to the data type used, an 
improvements made through optimal type of smoothing are 
considered. Implementation of data acquisition in real time is 

done in order to achieve superior accuracy in all the surveying 
applications. On the other hand, data analysis and computation 
is allowed for post-processing.  

Generally, the direct applications involving geo-
referencing might use platforms with high accuracy, 
specifically in determining the attitude. Additionally, a work 
flow of basic mobile mapping applications comprises of 
Geographical Information System (GIS) processing, 
measurement, geo-referencing, and data acquisition [1]. For 
the collection of CCD, GPS, IMU images data, only real time 
implementation of data acquisition can be done. 

In the current study, a hybrid scheme which uses both ANN 
as well as an optimum smoothing algorithm is suggested for 
achieving greater precision POS parameters for immediate geo 
referencing uses with an inexpensive MEMS IMU. The goals 
of this particular study are to:  

1) Create an ANN embedded RTS softer pattern for an 
INS/GPS incorporated POS employed for land based movable 
mapping programs; 

 (2) Verify the functionality of the proposed method with a 
MEMS INS/GPS integrated program in land vehicular 
locations, and 

(3) Evaluate the functionality with an earlier established 
ANN KF hybrid scheme. 

III. AN OPEN LOOP DESIGN FOR ANN-RTS 

SMOOTHERSCHEME 

RTS and KF smoother are used to optimally calculate the 
placement errors, velocity errors, mindset errors, as well as the 
sensor biases, and also to compensate for the consequence of 
theirs in real time and post mission modes, respectively. In  
reality, both strategy is able to offer well approximated 
course-plotting variables like attitudes, velocity, and position. 
Additionally, sensor biases as well as level elements may be 
approximated and responses on the INS mechanization to fix 
the raw dimensions offered by an IMU.   Nevertheless, 
because the range of the analysis is restricted to POS details, 
like roles as well as mindset perspectives, just the parts 
regarding the POS variables are revealed. 

 To attain extremely precise POS details, an intelligent 
compensation technique could be applied to foresee the 
blunder of RTS or KF smoother during GPS signal outages. 
Of the prediction method when no GPS signal is offered, the 
outputs of RTS or KF smoother could include errors which 
can't be believed nicely as a result of the limits stated in 
Chiang [8]. So, the general precision of the approximated POS 
details are able to decline. Thus, an algorithm which will 
predetermine the error conduct of RTS or KF smoother during 
GPS outages is required. Thus, the ANN KF as well as ANN 
RTS crossbreed systems are suggested. 
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Figure 2: Training architecture of ANN 

As suggested in Figure 2, the errors of POS variables 
approximated by RTS and KF smoother are utilized as the 
preferred output or maybe goal values throughout the 
mastering activity of the suggested ANN architectures. They 
may be employed in the prediction or maybe compensation 
setting once the new dimensions are supplied by an IMU 
during outages of GPS. Like the training function, the smart 
architectures initially get raw details from an IMU and next 
make use of the INS mechanization along 2 states of RTS and 
KF smoother to calculate POS details, respectively 
Meanwhile, the estimated POS variables are delivered to the 
suggested ANN structure alongside time information to 
produce expected errors to compensate for the estimated POS 
variables supplied by RTS and KF smoother concurrently. 
Errors of POS variables are predicted with the suggested ANN 
plan. The modification may be accomplished after the 
expected errors are taken out of the outputs of RTS and KF 
smoother, respectively. It's well worth noting the suggested 
architectures are usually operated in time that is true for 
compensating mindset errors when KF is utilized. 

 

Figure3: ANN embedded RTS smoother and KF implementation. 

Figure 2 represents the proposed ANN scheme topology 
structure. The application complexity directly affects the 
complexity for applying MFNN in a particular application. 
Whereas the ANN complexity is topology based that 
comprises of several uncovered layers and neurons. The best 
approximation accuracy is provided by MFNN that uses an 
optimal topology foe the new model by using suitable amount 
of hidden depth (layers) and size (neurons). The most suitable 
amount of hidden size is discovered in several ways [4]. The 
typical concept suggests that the best quantity of concealed 
neurons is application reliant and will just be decided 
empirically throughout the first phases of the topology layout. 
It's pretty typical in the layout stage of neural networks to 
instruct a number of different choice networks which have 
various numbers of concealed neurons and after that to choose 
the very best, in terminology of its overall performance 
according to an impartial validation established [12]. In this 
particular research, the empirical strategy is used to choose the 
perfect quantity of concealed neurons needed for the 
suggested plan. 

 

Figure3: The topology of proposed ANN scheme 

IV. CONCLUSION 

This particular analysis created an ANN embedded POS 
algorithm to achieve greater evaluation precision of POS 
variables utilizing a new process for post mission processing 
which includes RTS smoother as well as an ANN architecture. 
The ANN architectures had been initially proficient to study 
the KF error behavior and RTS smoother utilizing among  
the area information sets gathered up by using a tactical 
quality INS/GPS integrated process. Furthermore, the 
remaining test data sets are used to verify the well-trained 
schemes.  

This proposed ANN-KF compensation scheme can be 
used to improve the orientation components and positional 
components accuracy. Right after using ANN KF 
compensation, the orientations approximated by the KF may 
be made better on the amount of utilizing RTS smoother in 
real time setting despite having the usage of an affordable 
MEMS IMU.  The errors for MEMS systems of POS 
parameters that are calculated by RTS smoother and KF can 
be improved by this proposed ANN-RTS smoother scheme. 
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As this proposed scheme improves the POS parameters it is 
noticed that orientation parameters should be improved 
significantly rather than positional parameter improvement. 
Therefore, proposed scheme for low cost MEMS system 
compensates and the improvement can be done in the RTS 
smoother estimated POS parameters to the medium tactical 
grade system level. 

This particular analysis advances the precision of POS 
parameters via changing the POS algorithms rather than taking 
the immediate course by installing a tactical quality IMU or 
even greater. Obviously the replacing an affordable MEMS 
IMU with a tactical quality IMU or maybe greater could really 
improve the functionality of POS straightaway, nonetheless, 
the accessibility of tactical quality IMUs or even greater is 
restricted in terminology of expense or even federal regulation. 
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