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Abstract- As deep web grows at a very fast pace, there has 

been increased interest in techniques that help efficiently 

locate deep-web interfaces. However, due to the large volume 

of web resources and the dynamic nature of deep web, 

achieving wide coverage and high efficiency is a challenging 
issue. In this project propose a three-stage framework, for 

efficient harvesting deep web interfaces. In the first stage, web 

crawler performs site-based searching for center pages with 

the help of search engines, avoiding visiting a large number of 

pages. To achieve more accurate results for a focused crawl, 

Web Crawler ranks websites to prioritize highly relevant ones 

for a given topic. In the second stage the proposed system 

opens the web pages internally in application with the help of 

Jsoup API and preprocess it. Then it performs the word count 

of query in web pages. In the third stage the proposed system 

performs frequency analysis based on TF and IDF. It also uses 
a combination of TF*IDF for ranking web pages. To eliminate 

bias on visiting some highly relevant links in hidden web 

directories, In this project propose design a link tree data 

structure to achieve wider coverage for a website. Project 

experimental results on a set of representative domains show 

the agility and accuracy of our proposed crawler framework, 

which efficiently retrieves deep-web interfaces from large-

scale sites and achieves higher harvest rates than other 

crawlers using Naïve Bayes algorithm. 
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I. INTRODUCTION 

The deep (or hidden) web refers to the contents lie behind 

searchable web interfaces that cannot be indexed by searching 

engines. Based on extrapolations from a study done at 

University of California, Berkeley, it is estimated that the 

deep web contains approximately 91,850 terabytes and the 

surface web is only about 167 terabytes in 2003. More recent 

studies estimated that 1.9 petabytes were reached and 0.3 

petabytes were consumed worldwide in 2007. An IDC report 

estimates that the total of all digital data created, replicated, 
and consumed will reach 6 petabytes in 2014. A significant 

portion of this huge amount of data is estimated to be stored as 

structured or relational data in web databases — deep web 

makes up about 96% of all the content on the Internet, which 

is 500-550 times larger than the surface web. These data 

contain a vast amount of valuable information and entities 

such as Infomine, Clusty, Books In Print  may be interested in 

building an index of the deep web sources in a given domain 

(such as book). Because these entities cannot access the 

proprietary web indices of search engines (e.g., Google and 

Baidu), there is a need for an efficient crawler that is able to 

accurately and quickly explore the deep web databases. 
It is challenging to locate the deep web databases, because 

they are not registered with any search engines, are usually 

sparsely distributed, and keep constantly changing. To address 

this problem, previous work has proposed two types of 

crawlers, generic crawlers and focused crawlers. Generic 

crawlers, fetch all searchable forms and cannot focus on a 

specific topic. Focused crawlers such as Form-Focused 

Crawler (FFC) and Adaptive Crawler for Hidden-web Entries 

(ACHE) can automatically search online databases on a 

specific topic. FFC is designed with link, page, and form 

classifiers for focused crawling of web forms, and is extended 
by ACHE with additional components for form filtering and 

adaptive link learner.  

 

II. LITERATURE SURVEY 

1. Feng Zhao, Jingyu Zhou, Chang Nie, Heqing Huang, 

Hai Jin “Smart Crawler: A Two-stage Crawler for 

Efficiently Harvesting Deep-Web Interfaces” in IEEE 

Transactions On Services Computing, Vol. 9, No. 4, 

July/August 2016. [1] 
In this paper, author proposed, deep web grows at a very fast 

pace, there has been increased interest in techniques that help 

efficiently locate deep-web interfaces. However, due to the 
large volume of web resources and the dynamic nature of deep 

web, achieving wide coverage and high efficiency is a 

challenging issue. Here propose a two-stage framework, 

namely SmartCrawler, for efficient harvesting deep web 

interfaces. In the first stage, SmartCrawler performs site-based 

searching for center pages with the help of search engines, 

avoiding visiting a large number of pages. To achieve more 

accurate results for a focused crawl, SmartCrawler ranks 

websites to prioritize highly relevant ones for a given topic. In 

the second stage, SmartCrawler achieves fast in-site searching 

by excavating most relevant links with an adaptive link-
ranking.  

 

2. Jianxiao Liu, Zonglin Tian, Panbiao Liu, Jiawei Jiang, 

“An Approach of Semantic Web Service Classification 

Based on Naive Bayes” in 2016 IEEE International 

Conference On Services Computing, September 2016 [2] 
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In this paper, author proposed, How to classify and organize 

the semantic Web services to help users find the services to 
meet their needs quickly and accurately is a key issue to be 

solved in the era of service-oriented software engineering. 

This paper makes full use the characteristics of solid 

mathematical foundation and stable classification efficiency of 

naive bayes classification method. It proposes a semantic Web 

service classification method based on the theory of naive 

bayes. It elaborates the concrete process of how to use the 

three stages of bayesian classification to classify the semantic 

Web services in the consideration of service interface and 

execution capacity.  

 

3. Bo Tang, Student Member, IEEE, Steven Kay, Fellow, 

IEEE, And Haibo He, Senior Member, IEEE “Toward 

Optimal Feature Selection In Naive Bayes For Text 

Categorization” In IEEE Transactions On Knowledge 

And Data Engineering, 9 Feb 2016.[3] 

In this paper, author proposed, automated feature selection is 

important for text categorization to reduce the feature size and 

to speed up the learning process of classifiers. In this paper, 

author present a novel and efficient feature selection 

framework based on the Information Theory, which aims to 

rank the features with their discriminative capacity for 

classification. Author first revisit two information measures: 
Kullback-Leibler divergence and Jeffreys divergence for 

binary hypothesis testing, and analyze their asymptotic 

properties relating to type I and type II errors of a Bayesian 

classifier.  

 

4. Amruta Pandit , Prof. Manisha Naoghare, “Efficiently 

Harvesting Deep Web Interface with Reranking and 

Clustering”, in International Journal of Advanced 

Research in Computer and Communication Engineering 

Vol. 5, Issue 1, January 2016.[4] 
In this paper, author proposed, the rapid growth of the deep 

web poses predefine scaling challenges for general purpose 
crawler and search engines. There are increasing numbers of 

data sources now become available on the web, but often their 

contents are only accessible through query interface. Here 

proposed a framework to deal with this problem, for 

harvesting deep web interface. Here Parsing process takes 

place. To achieve more accurate result crawler calculate page 

rank and Binary vector of pages which is extracted from the 

crawler to achieve more accurate result for a focused crawler 

give most relevant links with an ranking. This experimental 

result on a set of representative domain show the agility and 

accuracy of this proposed crawler framework which 
efficiently retrieves web interface from large scale sites.  

 

5. Anand Kumar , Rahul Kumar, Sachin Nigle, Minal 

Shahakar, “Review on Extracting the Web Data through 

Deep Web Interfaces, Mechanism”, in  International 

Journal of Innovative Research in Computer and 

Communication Engineering, Vol. 4, Issue 1, January 

2016. [5] 

In this paper, author proposed, web develops at a quick pace, 

there has been expanded enthusiasm for procedures that 

assistance effectively find profound web interfaces. Be that as 

it may, because of the expansive volume of web assets and the 

dynamic way of profound web, accomplishing wide scope and 

high proficiency is a testing issue. Author propose a two-

phase system, to be specific SmartCrawler, for productive 

gathering profound web interfaces. In the primary stage, 

SmartCrawler performs site-based hunting down focus pages 

with the assistance of web crawlers, abstaining from going to 
a substantial number of pages.  

 

III. PROPOSED APPROACH 

The proposed work is planned to be carried out in the 

following manner 

 

 
Fig: Proposed System Architecture 

To efficiently and effectively discover deep web data sources, 

Crawler is designed with a three-stage architecture, site 

locating and in-site exploring, as shown in above Figure. The 

first site locating stage finds the most relevant site for a given 

topic, the second in-site exploring stage uncovers searchable 

forms from the site and then the third stage apply naïve base 

classification ranked the result.  

Specifically, the site locating stage starts with a seed set of 
sites in a site database. Seeds sites are candidate sites given 

for Crawler to start crawling, which begins by following 

URLs from chosen seed sites to explore other pages and other 

domains. When the number of unvisited URLs in the database 

is less than a threshold during the crawling process, Crawler 

performs “reverse searching” of known deep web sites for 

center pages (highly ranked pages that have many links to 

other domains) and feeds these pages back to the site database. 

Site Frontier fetches homepage URLs from the site database, 

which are ranked by Site Ranker to prioritize highly relevant 

sites.  
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The system proposes a two-stage framework, namely Smart 

Crawler, for efficient harvesting deep web interfaces. In the 
first stage, Smart Crawler performs site-based searching for 

center pages with the help of search engines, avoiding visiting 

a large number of pages. To achieve more accurate results for 

a focused crawl, Smart Crawler ranks websites to prioritize 

highly relevant ones for a given topic. In the second stage, 

Smart Crawler achieves fast in-site searching by excavating 

most relevant links with an adaptive link-ranking. To 

eliminate bias on visiting some highly relevant links in hidden 

web directories, we design a link tree data structure to achieve 

wider coverage for a website. Our experimental results on a 

set of representative domains show the agility and accuracy of 

our proposed crawler framework, which efficiently retrieves 
deep-web interfaces from large-scale sites and achieves higher 

harvest rates than other crawlers. Propose an effective 

harvesting framework for deep-web interfaces, namely Smart-

Crawler. We have shown that our approach achieves both 

wide coverage for deep web interfaces and maintains highly 

efficient crawling. Smart Crawler is a focused crawler 

consisting of two stages: efficient site locating and balanced 

in-site exploring. Smart Crawler performs site-based locating 

by reversely searching the known deep web sites for center 

pages, which can effectively find many data sources for sparse 

domains. By ranking collected sites and by focusing the 
crawling on a topic, Smart Crawler achieves more accurate 

results 

IV. RESULT ANALYSIS 

 
Fig: Google Results 

 

 
Fig: K-NN Ranked Results 

 
Fig: Bayesian Ranked Results 

V. CONCLUSION 

We propose an effective harvesting framework for deep-web 
interfaces, namely Smart- Crawler. We have shown that our 

approach achieves both wide coverage for deep web interfaces 

and maintains highly efficient crawling. SmartCrawlerV2 is a 

focused crawler consisting of two stages: efficient site 

locating and balanced in-site exploring. SmartCrawlerV2 

performs site-based locating by reversely searching the known 

deep web sites for center pages, which can effectively find 

many data sources for sparse domains. By ranking collected 

sites and by focusing the crawling on a topic, 

SmartCrawlerV2 achieves more accurate results. The in-site 

exploring stage uses adaptive link-ranking to search within a 

site; and we design a link tree for eliminating bias toward 
certain directories of a website for wider coverage of web 

directories. Our experimental results on a representative set of 

domains show the effectiveness of the proposed two-stage 

crawler, which achieves higher harvest rates than other 

crawlers. In future work, we plan to combine pre-query and 

post-query approaches for classifying deep-web forms to 

further improve the accuracy of the form classifier.  
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