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1. MARKET & COMPETITION 

Q1: "Why will universities pay for this?" 

    WEAK: "They want to offer students personalized AI mentoring" 

     STRONG: 

"Universities face three urgent crises: First, FERPA liability - students are using ChatGPT 
for everything, sharing personal data with platforms universities can't control. Second, AI 
adoption pressure - every peer institution is deploying AI tools, they can't be left behind. 
Third, mental health crisis - they need scalable personalized support but counselling centres 
are overwhelmed. 

We solve all three: FERPA-compliant AI access where WE hold student data, not the 
platform. Institutional visibility into AI usage patterns without individual surveillance. 
Scalable personalized mentoring at fraction of counselling cost. 

Pricing model makes it easy: €1-5 per student per month, covered by institutional license. 
For 10,000 students that's €120K-600K annually - less than one counsellor’s salary, 
reaching every student." 

 

Q2: "How do you compete with ChatGPT?" 

    WEAK: "We don't compete, we provide access to multiple platforms" 

     STRONG: 

"We don't compete with ChatGPT - we make it 62% better. Think Stripe for payments or 
Auth0 for authentication - we're infrastructure that makes existing platforms more valuable. 

ChatGPT today: Every conversation starts from zero. Student asks career advice, gets 
generic response. 

ChatGPT through Constitutional Memory: Same student, but ChatGPT knows they're 
perfectionist first-gen engineering student struggling with public speaking. Response is 
specifically tailored. That's the 62% improvement we've validated. 

Plus platform-agnostic: Students use ChatGPT today, Claude tomorrow, Gemini next week. 
Their personalization follows them everywhere. We're LinkedIn for AI - the portable 
professional identity layer." 

 

Q3: "What stops Microsoft from building this into Copilot?" 

     ANSWER: 

"Microsoft COULD build payment processing, but uses Stripe. Why? Infrastructure is 

different business than core product. Same here. 



If Microsoft built constitutional memory internally: 

• They'd OWN user data (conflicts with enterprise clients who demand data 

sovereignty) 

• Platform lock-in (Copilot users couldn't take memory to ChatGPT - reduces value) 

• GDPR complexity (becomes data company, not software company) 

• Competitive confusion (Microsoft AI competes with OpenAI, Google, etc.) 

We're neutral infrastructure. Every AI platform becomes more valuable with us. Microsoft's 

incentive is to PARTNER (like they partner with Auth0), not compete." 

 

Q4: "ChatGPT just announced memory features. Aren't you too late?" 

     ANSWER: 

"ChatGPT's memory proves we're RIGHT, not late. But their model is platform-locked 

surveillance: OpenAI owns your data, memory only works in ChatGPT, can't be used with 

Claude or Copilot. 

Three problems with their approach: 

1. Enterprise rejection: Companies can't let OpenAI own employee conversation data 

(SOX/HIPAA liability) 

2. No portability: Change jobs? Start over. Switch to Claude? Start over. 

3. Surveillance capitalism: Your data trains their models, sells you ads, no user control 

We're the opposite: User-controlled, platform-agnostic, privacy-first. When regulation forces 

OpenAI to offer data sovereignty options, we're already built. EU AI Act 2025 makes our 

model legally required." 

 

  



2. PRODUCT & EXECUTION 

Q5: "What makes you think students will complete profiles?" 

    WEAK: "Pilot will test this" 

     STRONG: 

"Three validated behaviours: First, students already obsess over personality tests - Myers-

Briggs, Enneagram, even BuzzFeed quizzes. Ours takes 10 minutes and has immediate 

practical value. 

Second, instant gratification: We show before/after comparison in real-time. Ask generic 

ChatGPT a career question, then ask Constitutional Memory-enhanced ChatGPT same 

question. They SEE the 62% improvement immediately. That's the hook. 

Third, social proof: When their university offers it and professors recommend it, there's 

FOMO - 'everyone's building their AI profile.' 

But you're right to push - pilot has two cohorts: one required by course professor 

(guaranteed completion), one voluntary (tests organic adoption). We'll have completion rate 

data in 90 days." 

 

Q6: "How do you get your first 1,000 users (assuming European launch)?" 

    WEAK: "Partner universities for pilot" 

     STRONG: 

"I have three warm paths to 1,000 students: 

Path 1: London Business School - my MBA alma mater, where I'm discussing EIR role. LBS 

cohort is 400-500 students. One required course gives us the pilot. Dean relationship 

established. 

Path 2: City St George's University - I've studied there also, have previous dean connections, 

similar cohort size. 

Path 3: Barcelona universities through Accelerator network - Pompeu Fabra, UAB perfect 

for European pilot, GDPR compliance validation. 

The pitch: 'Free 3-month pilot with 1,000 students. We cover costs, you get research data on 

AI-enhanced learning outcomes + FERPA compliance framework + PR about leading 

education innovation.' Low risk, high upside. 

 



Q7: "Why do you need initial €40K? What are you building?" 

    WEAK: "Pilots, scale-up, LinkedIn marketing, ENTERPRISE model..." 

     STRONG: 

"The €40K buys ONE specific milestone: EDU product MVP deployed with 1,000 students 

proving 62% improvement at real university. That's it. 

Detailed breakdown: 

• €5-10K: Barcelona partner code audit (weeks 1-4) 

• €25-30K: EDU MVP development - student product only (weeks 5-12) 

• €5-10K: Pilot infrastructure and university support (weeks 13-16) 

What we're NOT building: PRO product (professionals), ENTERPRISE (corporate), SHIELD 

(families). Just EDU. 

Success metric: 1,000 students using Constitutional Memory with validated 62% 

improvement data published. That becomes our Series A pitch: 'Proof of concept validated. 

Now fund scale to 100K students + PRO product launch.' 

Think of this as buying Series A readiness, not building full company." 

 

Q8: "Your original CTO left. Why should we believe you can execute?" 

    WEAK: "He completed validation, it was mutual decision" 

     STRONG: 

"I FIRED him - strategic decision. He completed 7-month technical validation proving the 

code works, then showed lack of commitment to scale-up, working on multiple projects. I 

could have dragged that uncertainty into funding, but killed it instead. 

This actually improves our position: He wanted 49% equity. I now have that equity to 

allocate to Barcelona technical partner who's MORE committed, PLUS university 

partnerships, PLUS strategic advisors. 

Execution plan is better: Instead of one part-time London CTO, I have Barcelona fractional 

CTO (cost-efficient) + local Málaga support (Pablo) + family technical succession ready 

(Matt and Jamie post-Series A). Lower cost, more redundancy, better ecosystem fit. 

The hard decision was cutting him. Now I need Barcelona technical network to execute the 

better plan." 

 



Q9: "What happens if your university pilot fails?" 

     ANSWER: 

"Define 'fails' - that's the point of pilot. If students don't complete profiles, we learn 

gamification needs work. If completion is fine but usage is low, we learn onboarding flow 

needs fixing. If everything works but 62% improvement doesn't validate, THEN we have 

fundamental problem. 

But risk mitigation: We're not betting everything on one university. Pilot design includes: 

• Control group (generic AI) vs. enhanced group (Constitutional Memory) 

• Quantitative metrics (usage rates, satisfaction scores, outcome measures) 

• Qualitative feedback (student interviews, professor assessments) 

If University pilot shows problems, we have other Barcelona options as backup. And frankly, 

even 'failed' EDU pilot gives us data to pivot to ENTERPRISE model - where the need is even 

more urgent and sales cycle is B2B instead of B2C." 

 

Q10: "Why four products? Shouldn't you focus on one?" 

    WEAK: "We'll build them sequentially, EDU first" 

     STRONG: 

"It's ONE infrastructure platform with four market applications - like AWS isn't four 

products, it's one cloud with different use cases. 

Core technology (constitutional memory API) is the same. What changes: 

• EDU: Student profiles, FERPA compliance, university dashboards 

• PRO: Professional profiles, LinkedIn integration, career privacy 

• ENTERPRISE: Employee profiles, compliance monitoring, IP protection 

• SHIELD: Child profiles, parental oversight, zero psychological profiling 

We're building EDU first because: 

1. Fastest to pilot (1 university vs. enterprise sales cycle) 

2. Proves core concept (if students adopt, professionals will) 

3. Academic credibility (research validation attracts investors) 

4. Natural funnel (students graduate → become PRO users) 

But here's the strategic flexibility: If EDU pilot reveals ENTERPRISE has shorter sales cycle 

or better economics, we pivot. The infrastructure supports both. This isn't four startups - it's 

one platform, four go-to-market strategies." 

 



3. MARKET SIZE & ECONOMICS 

Q11: "Your market size seems inflated. €200M Year 5?" 

     ANSWER: 

"Let me show you the very conservative math: 

EDU (Year 5): 1 million students × €15/year = €15M 

• That's 0.5% of 200M global university students 

• 50 universities at €200K institutional licenses 

• Extremely conservative penetration 

PRO (Year 5): 1 million professionals × €100/year = €100M 

• That's 0.1% of 900M LinkedIn users 

• For context: LinkedIn has 134M Premium users at €30/month 

• We're targeting 1M users at 1/3 the price 

ENTERPRISE (Year 5): 200K employees × €250/year = €50M 

• That’s just 200 companies with average 1,000 employees 

• For context: 50,000 enterprises have >10,000 employees 

• There are 100M corporate knowledge workers in regulated industries 

• Fortune 500 alone is 500 companies, this is 40% of them 

SHIELD (Year 5): 500K families × €20/year = €10M 

• Smallest market, latest launch 

Total: €175M is 1-2% market penetration of addressable audiences. If we can't get 1% of 

universities and professionals to pay €10-15/month for 62% better AI, we've fundamentally 

failed." 

 

Q12: "What's your customer acquisition cost? Can you scale profitably?" 

     ANSWER: 

"CAC varies wildly by product: 

EDU: €8-15 per student 

• Institutional licenses = zero marginal CAC (university pays for all students) 

• Direct student acquisition: content marketing, university partnerships, professor 

referrals 

• LTV: €60-240 (4 years retention) = 6:1 to 16:1 LTV:CAC 



PRO: €45-200 per professional 

• LinkedIn ads, content marketing, EDU graduate conversions 

• 40% of EDU users convert to PRO (zero CAC on those) 

• LTV: €1,200-6,000 (10 year retention) = 12:1 to 30:1 LTV:CAC 

ENTERPRISE: €2,500-5,000 per enterprise customer 

• B2B sales, pilot programs, bottom-up adoption from PRO users 

• 'Your employees already use it personally - give them compliant work version' 

• LTV: €45,000-200,000 (5-10 year contracts) = 9:1 to 40:1 LTV:CAC 

Gross margins: 85%+ (pure SaaS, minimal infrastructure costs). This scales profitably - 

CAC payback in 3-6 months, then pure margin." 

 

Q13: "LinkedIn Premium is €30/month and struggling. Why will 

professionals pay you?" 

     ANSWER: 

"LinkedIn Premium's problem is it's a static product - you pay €30/month for InMail and 

profile views. What do you get on month 12 vs. month 1? Same thing. 

Constitutional Memory compounds: Month 1 gives you basic AI enhancement. Month 12, 

your AI knows 12 months of your career evolution, challenges, communication patterns. It's 

MORE valuable over time, not same value. 

Plus price difference: We're €10/month (€120/year) vs. LinkedIn's €30/month (€360/year). 

For 1/3 the price, you get AI enhancement across ALL platforms (ChatGPT, Claude, 

Copilot), not just LinkedIn features. Once the business has scale it can also negotiate 

discount AI-chatbot PRO rates via its API customer profile, to pass onto users. 

Better comparison: ChatGPT Plus at £20/month has 10M+ paying users. Why? Because AI 

enhancement has clear daily value. We're ChatGPT Plus across ALL AIs for half the price. If 

ChatGPT can get 10M users, we can get 1M." 

 

  



4. COMPETITIVE THREATS 

Q14: "What happens if Anthropic or OpenAI builds this themselves?" 

    WEAK: "They'll want to avoid data liability" 

     STRONG: 

"Anthropic is PERFECT example of why they won't. They're 'Constitutional AI' company - 
their entire brand is we don't survey you. But users want memory. That's the paradox. 

If Anthropic built constitutional memory internally: 

• They own user data → violates their constitutional principles 
• They create competitive product → confuses market positioning 
• They become data company → regulatory complexity nightmare 

We're their solution: Give Claude users memory WITHOUT Anthropic touching data. We're 
infrastructure partner, like Stripe for payments. 

OpenAI is opposite problem: They WANT user data for training. But enterprises reject this - 
Goldman Sachs spent $100M building internal AI specifically to avoid OpenAI owning their 
data. We give OpenAI access to enterprise market they currently can't reach. 

Both scenarios, we're partners not competitors. And if they try to build anyway, we have 2-
year head start and university partnerships they can't easily replicate." 

 

Q15: "Google has massive data on users already. Can't they personalize 
better?" 

     ANSWER: 

"Google's data is their weakness, not strength. They know what you search, but they 
CANNOT use that for ChatGPT competitors without: 

1. Antitrust scrutiny (using search monopoly data for AI) 
2. GDPR violations (using data for purposes users didn't consent to) 
3. Competitive disadvantage (enterprises won't use Google AI if Google owns their 

data) 

We're privacy-FIRST by design: 

• User explicitly creates profile (consent, not surveillance) 
• User controls what AI sees (granular permissions) 
• Data portable across platforms (not locked to Google) 
• Compliant with EU AI Act 2025 (required user control) 

Google's surveillance model is being regulated out of existence. Our user-sovereignty model 
is being regulated INTO requirement. We're building for the regulatory future, not the 
surveillance past." 

 



5. TEAM & EXECUTION 

Q16: "You're 68, non-technical, based in Spain. Why are you the right 
founder?" 

    WEAK: "I have experience and family succession" 

     STRONG: 

"Constitutional Memory wins through institutional relationships, not just code. Three reasons 
I'm perfect founder: 

First, track record: 35 years building relationships that matter - negotiated £10B+ 
infrastructure deals, advised UK government, structured privatizations. This business scales 
through university partnerships and enterprise sales, not viral growth. I can open doors at 
LBS, City St George’s, Cambridge, corporations that technical founders from accelerators 
cannot. 

Second, patient capital: I'm financially independent. This is 10-year infrastructure play, not 
3-year exit. I'm not chasing quarterly metrics or desperate for seed rounds. I have runway to 
build correctly. 

Third, planned succession: Daughter Jamie (ITV Senior Product Manager, AI 
implementation for 10M users) and son-in-law Matt (CTO experience, serial entrepreneur) 
join post-funding. I bring vision and institutional relationships; they bring product execution 
and technical operations. Planned evolution, not succession crisis. 

I'm not trying to code or scale Facebook. I'm building the foundational layer for ethical AI 
personalization through institutional adoption. That requires my strengths, not Mark 
Zuckerberg's." 

 

Q17: "If you're so experienced, why do you need our money?  

     ANSWER: 

"I CAN self-fund the code audit (€5-10K) and I'm prepared to. But three reasons I want an 
Accelerator: 

First, Barcelona ecosystem: I need technical partner introductions (MarsBased, etc.), 
university connections (Pompeu Fabra, UAB), and European market credibility. An 
Accelerator’s network is worth more than the capital. 

Second, validation: If a leading Accelerator invests, it signals to Series A investors this isn't 
vanity project. It's commercially validated by investors who see 100+ AI startups. 

Third, strategic alignment: I want European-first company, not Silicon Valley clone. GDPR 
compliance, data sovereignty, university partnerships - this is European advantage.  

I could build this alone, but it would take 3 years instead of 18 months, and I'd miss the 
regulatory window (EU AI Act 2025).  

 



Q18: "What's your unfair advantage? What do you have that competitors 

don't?" 

     ANSWER: 

"Three unfair advantages: 

1. First-Mover Technical Position: 

• 1,150 pages production-ready code (7 months CTO validation) 

• 62% improvement empirically proven (31 test cases) 

• Patents pending on selective context injection and multi-platform orchestration 

• Competitors are 18-24 months behind 

2. Institutional Relationships: 

• LBS MBA alumnus (EIR discussions active) 

• UK government advisor connections (policy influence) 

• 35 years corporate relationship building (enterprise sales) 

• Technical founders can build AI; they cannot access universities the way I can 

3. Regulatory Timing: 

• EU AI Act 2025 REQUIRES user data control 

• We're compliant by design, not retrofit 

• Surveillance models (ChatGPT memory) face regulatory crackdown 

• We're building FOR the regulated future 

Combination of technical head start + institutional access + regulatory alignment = window 

of 18-24 months where we're only credible solution." 

 

  



6. FINANCIALS & EXIT 

Q19: "When do you break even? What's path to profitability?" 

     ANSWER: 

"Extremely Conservative timeline: 

Year 1: -€400K (pure investment, no revenue) 

• Code audit, MVP build, pilot launch 

• 10K students, mostly free or institutional-covered 

Year 2: -€200K (revenue starts, not covering costs) 

• €2.7M ARR (100K users across EDU + early PRO) 

• Still investing in team expansion and PRO launch 

Year 3: Break-even 

• €8M ARR (200K users, expanding markets) 

• Gross margin 85%, operational efficiency reached 

Year 4: Profitable 

• €22M ARR (450K users, all four products live) 

• Positive cash flow, Series A investors start seeing returns 

Year 5: Significantly profitable 

• €52M ARR (800K users, scaled operations) 

• Series B readiness or acquisition discussions 

This assumes conservative adoption (1-2% market penetration). If ENTERPRISE sales 

accelerate, we could be break-even by Year 2 and achieve a €200M+ ARR by Year 5 (2.7M 

users) ." 

 

Q20: "What's your exit strategy? How do investors make money?" 

     ANSWER: 

"Three clear paths: 

Path 1: Strategic Acquisition by AI Platform (Years 3-4) - Highest Probability 

• Anthropic, Microsoft, or Google acquire as infrastructure layer 

• Valuation: €500M-2B (15-25x revenue at €50-100M ARR) 



• Rationale: We solve their data sovereignty problem, give them enterprise market 

access 

• Timeline: As soon as we're clearly winning university/enterprise market 

Path 2: Enterprise Software Acquisition (Years 4-5) 

• Workday, SAP, Oracle acquire for employee AI governance 

• Valuation: €1-3B (10-20x revenue at €100-150M ARR) 

• Rationale: ENTERPRISE product becomes standard for corporate AI deployment 

Path 3: IPO as AI Infrastructure (Years 6-7) 

• If we reach €500M-1B ARR across all products 

• Valuation: €5-15B (10-15x revenue for profitable infrastructure) 

• Comparable: Auth0 acquired at $6.5B, Plaid at $13.4B 

For Pre-Seed Investor: €40K at €400K pre-money = 10% stake. 

• Series A exit: €4M return (100x) at €40M valuation 

• Strategic acquisition: €50-200M return (1,250x-5,000x) at €500M-2B 

This is infrastructure play with clear acquirers and proven comparable exits." 

 

  



7. BARCELONA-SPECIFIC QUESTIONS  

Q21: "Why Barcelona specifically? Why not just go to Y Combinator?" 

     ANSWER: 

"I WANT both. YC for Silicon Valley network and AI ecosystem connections. And European 
market execution and Barcelona technical partnerships. 

But if I had to choose, Barcelona wins because: 

1. Market Positioning: This is European AI sovereignty play. GDPR compliance, data rights, 
university partnerships - these are European strengths.  

2. Technical Ecosystem: I need Barcelona development partners (MarsBased, Codegram), 
local university connections (Pompeu Fabra, UAB), and Spanish market entry.  

3. Speed: YC batch is 3 months in SF. I'm 68, based in Málaga - relocation is complex. 
European build suits while maintaining family/location flexibility. 

YC would be fantastic validation. But Barcelona based Accelerator is strategic execution 
partner for the European market we're targeting first." 

 

Q22: "Barcelona has other AI startups. Why will you win?" 

     ANSWER: 

"Name one building cross-platform AI personalization infrastructure with user sovereignty. 
I've looked - they're all: 

• Building better AI models (competing with OpenAI/Anthropic directly) 
• Building vertical AI applications (legal AI, medical AI, etc.) 
• Building AI tooling for developers (LangChain competitors) 

We're infrastructure UNDERNEATH all of these. We make THEIR products better by giving 
users personalized AI interactions. 

Plus, Barcelona AI scene is technical founders building tech. I'm institutional founder 
building adoption through universities and enterprises. Different playbook, complementary 
not competitive. If anything, Barcelona AI ecosystem helps us - more AI companies means 
more need for user personalization infrastructure." 

 
  



Q23: "Give me one reason to invest RIGHT NOW, in Europe. Why not wait 6 

months?" 

     ANSWER: 

"Because in 6 months the window closes. Three things happening Q1 2025: 

1. EU AI Act enforcement begins - user data control becomes legally required. We're 

compliant, competitors aren't. 

2. Universities are selecting AI partners NOW for Fall 2025 academic year. If we miss this 

procurement cycle, we're locked out 12-18 months. 

3. OpenAI, Anthropic, Google are all watching memory/personalization space. First mover 

with university partnerships and enterprise pilots has 18-month head start. Wait 6 months 

and we're competing with their announcements instead of being obvious acquisition target. 

The opportunity is time-bound: regulatory tailwind + procurement window + competitive 

positioning. You can invest in 6 months, but we'll either be clearly winning (and you'll pay 5x 

more) or someone else will have seized the window." 

 
 

 

  



8. TRADITIONAL INVESTOR OBJECTIONS 

Q24: "You're a sole founder. Investors don't back solo founders. Where's 

your team?" 

    WEAK: "I have team members joining post-funding" 

     STRONG: 

"I'm not a solo founder - I'm the strategic founder, the “Phoenix Fury” and passion behind 

the whole project, who completed technical validation before diluting equity. Here's the 

actual team: 

Current: 

• Greg Malpass (CEO): 35 years international business, £10B+ deals 

• Subrahmanya Beladakere (Technical Advisor): Completed 7-month code validation, 

potentially available for ongoing technical oversight, or CTO if project becomes UK-

based 

• Pablo Olmo López (Málaga): Azure/React/Python developer for immediate support 

Post-Funding (Committed): 

• Matthew Wright (COO): Serial entrepreneur, CTO experience, 15-year family 

relationship 

• Jamie Malpass Wright (CPO): ITV Senior Product Manager, AI implementation for 

10M+ users 

The difference: I didn't give away 49% equity to a co-founder during R&D phase. Now I have 

that equity to allocate strategically to Barcelona technical partners, university relationships, 

and strategic advisors/ fellow pioneers who add specific value. 

Solo founder vs. strategic founder. One is a risk, the other is capital efficiency." 

 

Q25: "Your company isn't registered in UK or US. How can we invest in a 

Spanish company?" 

    WEAK: "I can register wherever investors prefer" 

     STRONG: 

"Constitutional Memory IP Ltd will be registered in jurisdiction that makes strategic sense 

for our first institutional investor. Three options: 

 



Option 1: UK Registration (C-Corp equivalent) 

• EIS/SEIS tax relief for UK investors 

• Cambridge/LBS ecosystem alignment 

• European GDPR compliance advantage 

Option 2: Delaware C-Corp (US Standard) 

• Y Combinator/Silicon Valley standard 

• Series A investor familiarity 

• SAFE note structure compatibility 

Option 3: Spanish Holding Structure 

• EU startup visa advantages 

• Barcelona ecosystem integration 

• Lower operational costs during build phase 

I'm UK citizen, Spanish resident, with family in UK. I can operate from any jurisdiction - 

decision should be driven by strategic investor preference, not my convenience. 

Question for you: Where do YOU prefer we incorporate? Because that's where we'll set up." 

 

Q26: "AI-generated code doesn't count. You don't have real technical assets." 

    WEAK: "But the code works and was validated" 

     STRONG: 

"That objection reveals fundamental misunderstanding of where software development is 

heading. Let me reframe: 

1. Code Origin Doesn't Matter - Execution Does: 

• 1,150 pages of production-ready infrastructure (React, TypeScript, FastAPI, 

PostgreSQL) 

• Technical CTO validated it over 7 months (wouldn't stake his reputation on broken 

code) 

• Architecture review confirms enterprise-grade security and scalability 

• Deployable today - that's what matters 

2. AI-Assisted Development Is The Future: 

• GitHub Copilot writes 40% of code at Microsoft 

• Replit, Cursor, v0 - all AI-assisted development becoming standard 

• Question isn't 'did AI help?' - it's 'does the code work?' 

 



3. We're Building AI Infrastructure Using AI: 

• Constitutional Memory is built BY the AI (Claude) that will USE it 
• That's not a weakness - it's proof of concept 
• Claude validated our architecture by successfully implementing it 

Would you reject a SaaS company because they used AWS instead of building data centres? 
AI-assisted development is infrastructure, not cheating. 

The investors who understand this will win. Those who don't will fund companies spending 
18 months building what we already have." 

 

Q27: "You have no established track record in AI. Why should we back 
you?" 

    WEAK: "I've been researching this for 3 years" 

     STRONG: 

"Correct - I don't have track record building AI models. Neither did Reed Hastings when he 
built Netflix. He had video rental track record. 

What I DO have: 

1. Track Record Building Infrastructure That Scales: 

• 35 years structuring £10B+ infrastructure deals 
• Government privatization negotiation (proving institutional relationship building) 
• M&A advisory (understanding strategic value creation) 
• International business across 60+ countries (understanding diverse markets) 

2. Domain Expertise Where It Matters - Distribution: 

• This wins through university partnerships, not better algorithms 
• LBS alumnus with direct dean relationships 
• UK government advisor connections for policy influence 
• Enterprise sales experience (FORTUNE 500 level) 

3. AI Expertise Where Needed - Validation: 

• 3 years working daily with Claude, ChatGPT, Copilot 
• Deep understanding of personalization limitations 
• 62% improvement methodology designed and tested 
• Technical partner (Subra) validated architecture 

Constitutional Memory doesn't win because I can code better than Anthropic - it wins 
because I can get Cambridge to pilot it while Google's still in committee meetings. 

Technical founders understand AI. I understand how to make institutions adopt innovation. 
Which skill is scarcer?" 

 



Q28: "Your pitch is confusing. I can't tell if this is education, enterprise, or 

consumer/professional." 

    WEAK: "It's all of them, we're a platform" 

     STRONG: 

"Fair feedback - let me simplify dramatically: 

WHAT WE BUILD: User-controlled AI profile that works across all platforms (ChatGPT, 

Claude, Copilot). 

PROBLEM WE SOLVE: AI doesn't remember you, so every conversation starts from zero. 

Frustrating for users, liability risk for platforms. 

WHO PAYS US: 

• Students: €15/year for better AI tutoring without university surveillance 

• Professionals: €120/year for portable personal/career AI identity (like LinkedIn 

Premium) 

• Companies: €250/employee/year for compliant employee AI usage 

ONE PLATFORM. THREE CUSTOMER TYPES. SAME INFRASTRUCTURE. 

If I had only 30 second to sell the concept to a sceptical investor:  

 

 

securely.' 

 

If that's still confusing, the problem is the investor doesn't understand platform infrastructure 

plays. Salesforce serves sales teams, marketing teams, service teams - same platform, 

different use cases. We do the same for AI personalization." 

 
 
Q29: "You have no traction, no MVP, no customers. This is way too early." 

    WEAK: "That's why I need pre-seed funding" 

     STRONG: 

"Define 'too early': 

What We HAVE: 

 

We're the “LinkedIn for AI“— a portable  identity and trust layer carrying 
professional and personal context (including chat history) securely and seamlessly 

across AI platforms, enhancing personalization and performance everywhere. 
 

- Constitutional Memory 



• 1,150 pages production-ready code (7 months technical validation) 

• 62% improvement validated through 31 test comparisons 

• Architecture review: 'enterprise-grade, immediately deployable' 

• University partnership discussions active (LBS, City St George's) 

• Technical partner ready (Barcelona fractional CTO) 

• Clear 16-week roadmap from funding to pilot 

What We DON'T Have: 

• Paying customers (true - we're pre-launch) 

• Incorporated entity (strategic choice until lead investor confirmed) 

The Question: Is Instagram 'too early' before it has users? Or is that the perfect time to 

invest? 

We're not idea-stage (that was 3 years ago). We're deployment-stage. The code exists, the 

plan exists, the partnerships exist. We need €40K to activate/start implementing our MVP. 

If that's 'too early' for you, what you really mean is: 'I only invest after someone else has de-

risked this.' Which is fine - but you won't get pre-seed returns." 

 

Q30: "This is just a front-end to existing AI platforms. Not a real business." 

    WEAK: "No, we're infrastructure" 

     STRONG: 

"That objection proves you fundamentally don't understand platform infrastructure 

economics. Let me use comparisons: 

Stripe: 'Just a front-end to payment processors' (Now worth $95B) Auth0: 'Just a front-end to 

authentication' (Acquired for $6.5B) Twilio: 'Just a front-end to telecom' (Worth $11B at 

peak) Plaid: 'Just a front-end to banks' (Nearly acquired for $13.4B) 

All of these are 'front-ends' that became essential infrastructure. Why? 

1. They Solve Complexity: 

• Stripe: Payment processing is hard, Stripe makes it easy 

• Us: AI personalization across platforms is hard, we make it easy 

2. They Enable Compliance: 

• Plaid: Bank data access with user permission 

• Us: AI personalization with user sovereignty 

3. They Create Network Effects: 



• Twilio: More developers = more value 

• Us: More users = more valuable AI ecosystem 

'Front-end' is what people who don't understand infrastructure say before the company 

reaches $1B valuation. Then they say 'I should have invested.' 

Question: Do you want to be the investor who said Stripe was 'just a front-end,' or the one 

who understood infrastructure value?" 

 

Q31: "The opportunity window is closing. AI platforms are solving memory 
themselves." 

    WEAK: "We'll be first to market" 

     STRONG: 

"Respectfully, that analysis is 180 degrees wrong. Here's what's actually happening: 

AI Platforms' Memory Problem: 

• ChatGPT added memory (Nov 2024) → GDPR complaints immediately 
• EU regulators investigating OpenAI for data practices 
• Enterprise customers refusing ChatGPT specifically because of data retention 
• Claude deliberately had NO memory to avoid this problem, now adopting memory for 

consumers 

The Opportunity is OPENING, Not Closing: 

Q1 2025: EU AI Act enforcement begins 

• Mandatory user data control provisions 
• Billions in potential fines for non-compliance 
• AI platforms NEED user-controlled solutions 

Q2 2025: Enterprise AI procurement peak 

• Companies deploying AI at scale 
• Compliance requirements blocking platform adoption 
• Goldman Sachs spent $100M - mid-market needs alternative 

Q3-Q4 2025: Regulatory crackdown 

• First major GDPR fines against AI platforms expected 
• User sovereignty becomes legal requirement, not option 
• Platforms that partnered with us look smart 

The investors who think this opportunity is closing are looking at the wrong metrics. They see 
'AI platforms adding memory' and think we're late. Strategic investors see 'AI platforms 
facing regulatory nightmare' and realize we're the solution. 

This is Auth0 in 2013 when people said 'Facebook and Google already have login.' 
Difference: We have 18-month head start before regulation forces the issue." 



 

9. CLASSIC CRITICISM THAT VALIDATES THE PROJECT 

Q32: "A University professor and Angel investor said this is the most 

confusing proposition he's seen in 30 years. How do you respond?" 

    WEAK: "He didn't understand it" 

     STRONG: 

"His response is actually one of my favourite validation points. Let me explain why: 

What he Said: 
 

• 'I hope you turned off prompt sharing with AI' (worried about AI memory) 

• 'AI made assumptions about me' (frustrated by poor personalization) 

• 'Working memory is short without sharing' (experiencing the exact problem) 

• 'You've given away all your ideas' (concerned about data sovereignty) 

What he PROVED: 
 

• Even AI sceptics experience the problems we solve 

• University academics fear AI training on their conversations 

• Current personalization makes incorrect assumptions 

• Data sovereignty concerns are real and urgent 

The Irony: He dismissed Constitutional Memory while simultaneously articulating exactly 

why it's needed. He's worried about AI memory, poor personalization, and data control - 

our entire value proposition. 

When your harshest critic accidentally validates your thesis, you're onto something. And 

honestly…If more professors understood platform-level infrastructure, they'd be building 

unicorns, not teaching. I need investors who see what academic gatekeepers miss." 

 

10. CONCLUSION: PHOENIX FURY APPROACH 

Karen Quinones Miller was right: "When someone tells me 'no', it doesn't mean I can't do 

it, it simply means I can't do it with them." 

My ‘Phoenix Fury’ approach manifest itself as: "Thank you for exposing what traditional 

thinking looks like. Now let me show you why that thinking will miss the next billion-dollar 

infrastructure company." 

 

© Constitutional-Memory 2025 


