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Abstract- This work introduces a new heuristic to generate 

pipelined run-time reconfigurable constant multipliers for 

FPGAs. It produces results close to the optimum. It is based 

on an optimal algorithm which fuses already optimized 

pipelined constant multipliers generated by an existing 

heuristic called RPAG. Switching between different single or 

multiple constant outputs is realized by the insertion of 

multiplexers. The heuristic searches for a solution that results 

in minimal multiplexer overhead. Using the proposed heuristic 

reduces the run-time of the fusion process, which raises the 

usability and application domain of the proposed method of 

run-time reconfiguration. 
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I. INTRODUCTION 

The augmentation with consistent coefficients is a 

fundamental activity in advanced flag handling. At first one 

reason to put inserted multipliers or DSP obstructs into the 

texture of field-programmable door clusters was to decrease 

the execution hole between application particular coordinated 

circuits (ASICs) and FPGAs. By the by, the cost to pay for 

those settled coarse-grained squares is their resoluteness in 
word size and constrained amount. Restricted amount is 

especially basic in modern applications, when less expensive 

and rather little FPGAs with just few DSP squares must be 

picked due to value weight. Along these lines, rationale based 

consistent increase techniques are required. Advancing the 

usage of this task is all around considered. Exchanging 

between a given arrangement of constants of such multipliers 

amid run-time as opposed to utilizing bigger nonexclusive 

multipliers is vital to acknowledge equipment proficient run-

time versatile channels [1], [2], [3], DCT and FFT usage [4] 

and additionally multi-arrange channels for obliteration or 

introduction like polyphase FIR channels [5]. A 
reconfigurable consistent multiplier is a duplication circuit in 

which the scaling steady can be looked over a constrained 

predefined set of constants amid run-time. For the given 

application spaces two to six of such flexible coefficient sets 

are normal. The exchanging amid run-time is accomplished by 

embeddings multiplexers into a few consistent augmentation 

circuits, to accomplish a reuse of excess halfway circuits and 

hence a decrease of required assets. The issue is to locate the 

most ideal arrangement while embeddings the combining 

multiplexers. Rather than ASICs, this is particularly prudent 

for FPGA plans [6], because of their inalienable execution 
burden. A case for such a pipelined reconfigurable consistent 

multiplier which can be exchanged between the constants 

1912, 1111, 1331 can be found in Fig. 1. Pipeline registers are 

embedded after each phase which incorporates enlists in the 

multiplexer stages. The wires can be related with a left move 

and a sign. The esteem vector noted other than every activity 

relates to the moderate or yield factors for a particular 

multiplexer design. A switchable snake/subtractor is portrayed 

as a viper with an extra sign vector input. 

 

II. LITERATURE SURVEY 

Finding the run-time reconfiguration of SCM and MCM snake 

charts is a speculation of the essential SCM/MCM issue and 

accordingly additionally NP-finish. In any case, arrangements 
were introduced which can discover reconfigurable SCMs 

(RSCM). As a matter of first importance there are diverse 

arrangements focusing on ASICs, all concentrating on 

multiplexer-based reconfiguration. In the technique for 

Tummelt shammer et al. [17] a few enhanced SCM diagrams 

are combined by a recursive calculation called DAG 

combination. Two SCM charts are intertwined with negligible 

equipment exertion by embeddings multiplexers to switch 

between the distinctive constants. Promote coefficients can be 

incorporated by recursively adding the related SCMs to the 

current RSCM. Similitudes between various coefficients in the 
authoritative marked digit portrayal of constants are abused by 

Chen et al. [18] to acknowledge RSCMs. Indistinguishable 

examples in the CSD portrayal of constants are sought and 

combined utilizing multiplexers to have the capacity to switch 

between the distinctive movements and interconnections to 

understand a particular consistent. Faust et al. [5] utilize a 

snake chart construct approach with unique concentration in 

light of insignificant rationale profundity. Notwithstanding the 

techniques depicted before, their calculation does give answers 

for RSCM as well as for reconfigurable various consistent 

increase (RMCM). Such RMCM are additionally given by 

ORPHEUS [2] which can intertwine MCM arrangements 
given by Hcub [12] a heuristic. Alterative ideas to 

acknowledge RMCMs are assessed amid the calculation run-

time and the best generally speaking arrangement is chosen. 

The displayed calculations for RSCM and RMCM, separately, 

don't consider pipelining or other FPGA particular issues as 

their attention is on ASIC usage. There is a FPGA-particular 

calculation called ReMB technique [1] which was additionally 

dissected and reached out in [19] by our gathering. A RSCM 

is developed from essential structures that fit into the 

fundamental rationale components (BLE) of FPGAs. This 

strategy is restricted to little issue sizes because of a high 
memory utilization [19] and does not consider pipelining. As 

pipelined arrangements are required for rapid applications on 
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FPGAs, there is an ideal viper chart based calculation for 

RSCM and RMCM with center around pipelined acknowledge 

proposed by our gathering [20]. The possibility of DAG 

combination [17] is gotten as of now upgraded pipelined snake 

diagrams (PAGs) are melded. Rather than melding just two 

PAGs in one improvement run, all PAGs of the required 

constants are considered in one single streamlining hurried to 

create a superior, multiplexer-mindful pipelined 
acknowledgment. Nonetheless, the ideal approach must be 

utilized for little issues on account of the intricacy of a full 

hunt over all conceivable melding arrangements. Thus, a great 

heuristic strategy is required which gives arrangements near 

the ideal. 

 

III. PROPOSED RELIABLE ARCHITECTURES 

 
Fig.1: Reconfigurable single constant multiplier which can be 

switched between the constants 1912, 1111, 1331. 

 

Just like RPAG, the proposed pipelined adder graph fusion is 

backward-exploring. Starting with the constant mapping of the 

output stage all PAGs are fused stage by stage. The basic idea 

is to combine those intermediate values in the respective 

preceding stage to share the same adder, which leads to a 

minimal overhead of possibly necessary multiplexers or 

switchable adder/subtractors. To do so, all combinations of 
intermediate values are evaluated and their costs are calculated 

separately and stored in a cost matrix. Multiplexers can appear 

at the inputs of the successive stage in the following cases:  

1) input has a different shift value 

 2) input has a different source  

3) both of 1) and 2) 

As described before, the target is to select the overall best 

mapping M for the specific stage s. This selection will be the 

source for the determination of the next preceding stage s − 1. 

The procedure is repeated until the input (stage 0) is reached. 

A simplified pseudo-code of the generalized fusion process is 

given in Listing 1. It assumes that the overall best solution and 
costs are globally known. It is started with the constant 

mapping M of the output stage, the preceding stage s, the 

search width w (unlimited for the optimal search) and the costs 

of the current path current cost, which is zero in the beginning. 

Compared to the algorithm presented in [20] the algorithm 

was generalized, such that it can be used both as heuristic and 

in an optimal way. In contrast to an arbitrary search through 

the whole search space, which was done in the former version, 

the search is now improved and based on a sorted cost matrix. 

 
Fig.2: RPAG solutions for the constants 1912, 1111, 1331. 

 

In the running example used here, the three SCM graphs 

generated with RPAG (see Fig. 2) are fused starting with the 

desired output mapping M = {1912; 1111; 1331}, meaning 

that the resulting circuit can be switched between these three 
values. This will be called an SCM circuit with three 

configurations in the following. The enumeration of all adder 

combinations of the second last stage consisting of {239} for 

the first, {19},{273} for the second and {239},{273} for the 

third SCM solution, respectively, is given in Fig. 3. For the 

constant 1912 only one adder is required in stage two, but two 

adders are required in the other SCM circuits. This fact is 

considered by the insertion of a don’t care ”−”. Due to a 

separate cost calculation for a specific combination, some of 

the multiplexer inputs are unknown from a local point of view. 

These are marked with a question mark. They do not have any 
contribution to the currently considered adders’ multiplexer 

costs, which is a main advantage of the proposed method as 

the costs for each combination can be calculated and evaluated 

separately. 

 
Fig.3: All combinations of the adders in the second last stage 

for the given output mapping and the given RPAG SCM 

solutions in Fig. 2. 

 

As a zero input can be realized by resetting the succeeding 
register, these inputs are not considered as multiplexer inputs, 
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as our implementation targets pipelined implementations. The 

multiplexer cost for each mapping is stored in a 

multidimensional cost matrix C (line 3 in Listing 1). The cost 

matrix for the combinations of the current stage can be found 

in TABLE I in a two dimensional representation. For example, 

the first entry in the first row (1.33) corresponds to the 

leftmost mapping in Fig. 3 (a) in which two multiplexer 

inputs, each with a cost MUX of 2 3 are used. 
To get a valid solution a selection of one mapping for the first 

preceding adder in Fig. 3 (a) will directly force the selection of 

the corresponding mapping for the second adder (Fig. 3 (b)) or 

reduces the selectable possibilities for other adders in a more 

general case. This means each valid mapping solution for a 

specific stage consists of selections with a unique row and 

column index. Thus, finding the cheapest mapping solution M 

for a specific stage reduces to finding the valid solution with 

the lowest sum of costs. An example for such a selection is 

given in Fig. 3. It corresponds to the highlighted with a total 

cost contribution of 1.33 + 0.67 = 2 2:1 multiplexers. The 

cheapest solution for a specific stage is not necessarily the best 
overall choice as it affects the costs in the preceding stages. 

So, to find the optimal solution, a full search over all 

possibilities is necessary. The search space can be illustrated 

as a decision tree, which consists of the decision itself as node 

and the cost of the decision as edge.  

 

IV. SIMULATION RESULTS 

 
Fig.4: DESIGN SUMMARY 

 

 
Fig.5 TIME SUMMARY 

 

 
Fig.6: OUTPUT for 1912 

 

 
Fig.7: OUTPUT for 1111 

 

 
Fig.8: OUTPUT for 1331 

 

V. CONCLUSION 

This work presented a new heuristic to generate pipelined run-

time reconfigurable constant multipliers based on an optimal 

algorithm. The heuristic was motivated by a complexity 

consideration of the search space. With the heuristic problems 
with a larger size become solvable. An extensive benchmark 

evaluation showed superiority over previous work, as we 

could show a 9-26% slice reduction on average. Additional 

extensions to the algorithm were presented which further 

reduce the slice consumption of the resulting solutions. These 

were the support of ternary adders, and optimized multiplexer 

and switchable adder/subtractor mapping. Finally it could be 

shown by RMCM and FIR filter experiments that the heuristic 

is raising the solvable problem size and the application domain 

of the proposed fusion method. Compared to other 

reconfiguration approaches our method provides the fastest 

reconfiguration time with a low resource consumption for a 
limited number of configurations. 
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