
IJRECE VOL. 7 ISSUE 2 APR.-JUNE 2019   ISSN: 2393-9028 (PRINT) | ISSN: 2348-2281 (ONLINE) 

INTERNATIONAL JOURNAL OF RESEARCH IN ELECTRONICS AND COMPUTER ENGINEERING 

 A UNIT OF I2OR  3139 | P a g e  

 

RUMOR DETECTION FROM SOCIAL MEDIA 

 Athulya Jayaraj [1], Marien Susan Jojoe[2], Midhun George Varghese[3] ,Surya Vinayak Jyothish[4] , 

P. P Hema[5] 

  Department of Electronics and Communication Engineering, Mar Baselios College of Engineering and    

                         Technology, Trivandrum 

 [1] athulya8545@gmail.com, [2] mariensusanjojoe@gmail.com, [3] midhungeorgevarghese@gmail.com,  

[4] suryavjyotish@gmail.com, [5]  pp.hema@mbcet.ac.in

 
 

Abstract—This paper involves the NLP (Natural Language 

Processing) implementation methods to detect ' false news, ' 

that is, to mislead news reports from unreputable sources. Only 

by constructing a system using vectorizer count (the terms of 

vectors) , TFIDF matrix, (Term Frequency Inverse Document 

Frequency), the term refers to how often it is used in your 

dataset in other documents you can get so far and hashing 

vectorizer. The significant characteristics like term ordering 

and context are not considered by these designs. It is very 

feasible that two comparable papers will be totally distinct in 

their significance in their term count. By taking action against 

the issue, the data science community has reacted. Combating 

fake news is a classic task to classify documents with a directly 

forward proposal. So the suggested work is to assembly both 

datasets of real and false news and using classifier named Naive 

Bayes in order to produce a model for classifying a news as 

false or true depending on its words and sentences. 
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I.  INTRODUCTION 

 

The utilization of online networking has incredibly impacted 

our lives. It is utilized for social event data with respect to 

the natural changes, most recent advancements and so forth. 

It empowers anybody with a web associated gadget to share 

their musings continuously and post a fitting refresh. 

Consequently, online networking has turned into a useful 

asset for writers yet in addition for normal nationals. The 

nonattendance of efficient endeavors by stages to direct 

presents additionally leads on the spread of deception which 

at that point requires additional push to build up their 

provenance and veracity. Counterfeit news has colossal 

effect in our cutting-edge society. Recognizing Fake news is 

a critical advance. This work proposes the utilization of 

machine learning strategies to distinguish fake news. 

The immense measures of data are produced on the long range 

interpersonal communication with different internet based life's 

organizations. There have given exceptionally huge volumes of 

posts that unstable expanding of the internet based life 

information on the web. At the point when some occasion has 

happened, numerous individuals examine it on the web through 

the long range informal communication. They seek or recover 

and talk about the news occasions as the daily schedule of 

everyday life. Inconsistent wellsprings of data open individuals 

to a portion of phony news, fabrications, bits of gossip, paranoid 

ideas and deceiving news. At the point when the unforeseen 

occasions occur there are likewise phony news that are 

communicated that make disarray because of the idea of the 

occasions. 

 

The phony news originates from the falsehood, misconception 

or the mind blowing substance which the noteworthiness source. 

These are hard to identify whether to accept or not when they 

get the news data. The ascent of phony news features the 

disintegration of long-standing institutional defenses against 

falsehood in the web age. Worry over the issue is worldwide. 

Be that as it may, much stays obscure with respect to the 

vulnerability of people, foundations, and society to controls by 

pernicious entertainers. Another arrangement of protection is 

required. 

 

Deception can be extremely hard to address and may have 

enduring impacts even after it is ruined. One explanation 

behind this tirelessness is the way wherein individuals make 

causal deductions dependent on accessible data about a 

given occasion or result. Subsequently, false data may keep 

on affecting convictions and dispositions even in the wake 

of being exposed on the off chance that it isn't supplanted by 

another causal clarification. As breaking  

news unfurls individuals progressively depend via web-

based networking media to remain side by side of the most 

recent updates. 

 

The utilization of web-based social networking in such 

circumstances accompanies the provision that new data being 

discharged piecemeal may empower bits of gossip, a 

considerable lot of which stay unconfirmed long after their 

purpose of discharge. Little is thought, in any case, about the 

elements of the existence cycle of a web-based social 

networking talk. Natives are every now and again misguided 
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about political issues and competitors however the conditions 

under which off base convictions rise are not completely 

comprehended. 

 

II. BACKGROUND 

 

A wide range of studies are there which deals with the 

techniques of machine learning used for falsehood 

identification, in which the majority of them are focused on 

the classification of internet reviews and openly accessible 

social media messages. During the American presidential 

election since early 2016, the problem of deciding “false 

news’’ have being a subject of special observation in the 

article. 

  

Conroy, Rubin, Chen figure out a number of methods that seem 

promising to rank the false papers completely. They notice that 

easy n-grams related to content and small parts-of-speech (POS) 

tagging have demonstrated to be inadequate for the 

classification assignment and often fail to account for 

significant background data. Instead, these techniques were 

shown to be helpful only in tandem with more complicated 

analytical methods. In conjunction with n-gram techniques, 

depth syntax assessment uses the method Probabilistic Context 

Free Grammars (PCFG) was proven to be especially useful. 

Feng, Banerjee, and Choi can attain the value between 85% and 

91% precision in classification assignments linked to fraud 

using internet assessment corporations. 

  

Feng and Hirst carried out a semantic analysis of ' object: 

descriptor ' contradictory pairing with the document in addition 

to the original profound syntax model of Feng for further 

enhancement. Rubin, Lukoianova and Tatiana use a vector 

space system with comparable achievement to evaluate the 

rhetorical framework. Ciampaglia et al. use resemblance 

networks of language patterns that require a pre-existing 

foundation of understanding. 

 

III. NAIVE BAYES CLASSIFIER 

 

A classifier for Naive Bayes is a model of probabilistic 

machine learning used for classification tasks. The 

classifier's crux is based on the theorem of Bayes. A Naive 

Bayesian model is easy to build, with no complicated 

estimation of iterative parameters making it especially 

useful for very large datasets. The Naive Bayesian 

classifier often performs surprisingly well despite its 

simplicity and is widely used as it often outperforms more 

sophisticated methods of classification. 

Bayes Theorem 

 

𝑷(𝑨|𝑩)  =  (𝑷(𝑩|𝑨)𝑷(𝑨)) / 𝑷(𝑩)              (1) 

  

Using Bayes theorem, given that B has occurred, we can 

find the likelihood of A happening. Here, the proof is B and 

the hypothesis is A. The assumption made here is the 

independence of the predictors / features. That's one 

particular feature's presence doesn't affect the other. It is 

therefore called naïve. Naive Bayes is a straightforward 

procedure for structure classifiers: models that allocate 

class labels to issue occasions spoke to as highlight value 

vectors, where class names are drawn from some limited 

set. There is no single calculation for preparing such 

classifiers, however, a group of algorithms dependent on a 

typical guideline. 

 

IV. PROPOSED SYSTEM 

 

Here a model is constructed on the basis of the 

countvectorizer or a tfidf matrix, i.e. the word describes 

how often it is used in other papers in your dataset. As this 

issue is a sort of text classification, a Naive Bayes classifier 

is used as normal for processing based on text. The real 

objective was to develop a prototype to transfigure the 

document and to choose the sort of text to use. The next 

step to do is to extrapulate the best features for 

countvectorizer or tfidf-vectorizer, for most frequently 

used words and/or phrases using a n-number of it. Whether 

it is lower case or not, primarily neglecting common words 

like "the," "when" and "there" and using  only those 

phrases that appear to have certain amount of iteration in a 

specified text dataset. 

 

                                  Fig 1: Methodology 

 

 

A. Data Pre-processing 

 

This file contains all the pre-processing functions needed 

to process all input documents and texts. First we read the 

train, test and validation data files then performed some 

pre-processing like tokenization. Some of the exploratory 

data analysis like response variable distribution and data 

quality checks like null,  missing values etc. is performed 

 

B. Feature Extraction 

 

In this file feature extraction and selection methods from sci-kit 

learn python libraries was performed. For feature selection,  
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methods like simple bag-of-words, n-grams and then term 

frequency like tf-idf weighting have been used. Eventhough, 

word2vec and POS tagging can be used  to extract the features, 

it has not been used at this point in the project. 

C. Classification 

A classifier for predicting the fake news detection was built. 

The extracted features are fed into the classifier. Naive-bayes 

classifier from sklearn have been used . Each of the extracted 

features were used in this classifier. Once fitting the model, the 

f1 score were compared  and checked the confusion matrix. All 

the differently pre-processed datas using countvectorizer, tf-

idfvectorizer and hashingvectorizer were fed into the input of 

the classifier. For each type, confusion matrices were plotted 

using matplotlib. Different measures such as error rate (ERR), 

accuracy (ACC), sensitivity (SN), specificity (SP) and 

precision (PREC) were extracted from the confusion matrix.  

 

V.  RESULTS 

 

In this paper, Naive-Bayes classification model to do text 

prediction have been used. That is, whether a given data is 

rumor or not. Here, a total of 8364 data for training the model 

and 2091 data for testing the model were taken. Out of which 

1008 were rumors and the remaining 1083 were normal. Here 

Confusion matrix was used to determine the performance of our 

Model.  
 
A confusion matrix is a method to summarize the efficiency of 

a classification algorithm. Only if you have an unequal amount 

of observations in each class or if you have more than two 

classes in your dataset, classification precision can be 

inaccurate. Calculating a confusion matrix can offer you a 

better concept of what is going wrong with your classification 

models and what kinds of mistakes it makes. 

 

Parameters evaluated from confusion matrix 

● Error rate (ERR) 

                                    

 

● Accuracy (ACC) 

 

 

 

● Sensitivity (SN) 

 

 

● Specificity (SP) 

 

 

 

● Precision (PREC) 

 

 

 

 

 

 

 

 

 

 

 

 

 

(i) COUNTVECTORIZER 

 

 

Fig 2: Confusion matrix (i) 

 

 

(ii) TF-IDFVECTORIZER 

 

 



IJRECE VOL. 7 ISSUE 2 APR.-JUNE 2019   ISSN: 2393-9028 (PRINT) | ISSN: 2348-2281 (ONLINE) 

INTERNATIONAL JOURNAL OF RESEARCH IN ELECTRONICS AND COMPUTER ENGINEERING 

 A UNIT OF I2OR  3142 | P a g e  

 

 

Fig 3: Confusion matrix(ii) 

 

 

 

 

 

 

 

 

 

(iii) HASHINGVECTORIZER 

 

 

Fig 4: Confusion matrix (iii) 

. 

PARAMETERS COUNT TFIDF HASH 

Error Rate 10.6% 14.3% 9.8% 

Accuracy 89.3% 85.6% 90.1% 

Sensitivity 91.5% 95.9% 91.6% 

Specificity 87.5% 79.6% 88.9% 

Precision 85.8% 73.3% 87.5% 

Table 1: Results 

 

By comparing all the parameters we concluded that hashing 

vectorizer Naive Bayes classifier can be used for fake news 

detection. 
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