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ABSTRACT: This paper demonstrates the designing and 

implementation of the WFTA Structure in FFT processor 

design based on memory. A High-Radix Small Butterfly 

unit(HRSB) technique is utilized in the decomposition 

calculation, for eliminating the complexity of Processor engine 

and also to diminish the computation cycles. These FFT cases 

are considered in Long term evolution systems. When 

considering the WFTA the area is reduced comparing with the 

previous method. In this 12-point FFT processor is 

implemented by utilizing the proposed WFTA structure.  

Keywords: LTE systems, FFT processor structure based on 

memory, Winogard Algorithm, Butterfly Unit. 

 

I. INTRODUCTION 

 The Fast Fourier Transform is normally utilized in 

DSP technologies like Communication systems, Spectrum 

analyzing, Image process applications. The lengths of 128-

2048 in 3 GPP Long Term Evolution systems[1] is applied in 

communication systems and the lengths as high as 222 [2] is 

required in Image Process applications. 

 The FFT Processors are partitioned into two 

structures: Memory-based and Pipeline structures. In Memory-

based FFT the information is passed through single butterfly 

PEs many times, with more number of memory-banks. 

Memory-banks are utilized to hold the intermediate results and 

the information is processed recursively irrespective of their 

sizes. The pipeline structure is utilized for high information 

rates, more area and power compared to memory-based. 

Therefore, FFT based on memory achieves more hardware 

efficiency.  

 A novel in-place strategy and a CFMR FFT processor 

is illustrated which uses mixed-radix algorithms. This in-place 

technique is supported only for fixed-radix algorithms [3]. In 

conventional FFTs based memory [4] and [5], the complex PEs 

are replaced with the Multi-path Delay Commutator structures 

with high radix. In this addressing schemes it does not extend 

the principle of decomposition algorithm and arbitrary length 

FFTs. A traditional 2𝑛-point FFT and prime-sized FFTs are 

explained with generalised mixed-radix algorithms in [6] and 

[7]. The architecture of 2,3,4 or 5 DFT is designed based on 

WFTA[8] for FFT processor designing. The complexity of the 

WFTA is more in terms of adders/subtractors and multipliers. 

So to reduce the complexity of the design a new reconfigurable 

WFTA structure is presented in this paper.  

 The rest of this paper is sorted as follows. In phase II, 

the related work is associated with this paper. The FFT 

processor structures for LTE systems are illustrated in phase 

III. In phase IV, the results and overall performance 

comparisons are analyzed. In phase V, the conclusion is given. 

II BACKGROUND 

 The definition of DFT is characterised by the equation  

     Xk = ∑ xne−i2πkn/NN−1
n=0       k = 0,1,...N-1             (1) 

In [9] and [10] ,the strategy for disintegrating one-spatial DFTs 

into multi-spatial DFTs is illustrated. If the particular size N is 

deteriorated in to 𝑁1𝑁2, the mapping index can be explained as 

accompanied:  

n = 〈K1n1 +  K2 n2〉N,  n1,k1 = 0,1,2,......, N1 −  1 

k = 〈K3k1 + K4 k2〉N,  n2,k2 = 0,1,2,......, N2 −  1           (2) 

where 〈. 〉denotes modulo-N operation. If 𝑁1 and 𝑁2are not 

generally prime, we can acquire 

       K1 = N2 , K2 = 1 , K3 = 1 , K4 =  N1                        (3) 

Thus, the DFT is given as 

 C(k1, k2)=∑ x(n1, n2)N−1
n=0 WN

N1n2k2
WN

N2n1k1
WN1

n2k1                  

                =∑ {∑ x(n1, n2)N−1
n1=0 WN1

n1k1WN
n2k1}

N2−1
n2=0 WN2

n2k2 

                                                                                            (4) 

If 𝑁1 and 𝑁2are generally prime, then the index mapping for 

PFA is obtained as 

     K1 = N2 ;       K3 = N2N2
−1 ,   so  〈N2N2

−1〉N1 = 1 

     K2 = N1 ;       K4 = N1N1
−1 ,   so  〈N1N1

−1〉N2 = 1         (5) 

Then the meaning of the DFT can be 

C(K1, K2) =∑ x(n1, n2)N−1
n=0 WN

N1N1N1
−1n2k2

WN
N2N2N2

−1n1k1
 

                =  ∑ x(n1, n2)N−1
n=0 WN2

N1N1
−1n2k2

WN1

N2N2
−1n1k1

 

                = ∑ {∑ x(n1, n2)N−1
n1=0 WN1

n1k1}
N2−1
n2=0 WN2

n2k2          (6) 

 The N-point DFT can be decomposed into 𝑁1 and 𝑁2 

points respectively for both CFA and PFA. In this algorithms  

for computation input index mapping is utilized and for 
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reordering the output index mapping is utilized. The mapping 

technique of PFA is complicated than that of CFA. 

 

III FAST FOURIER TRANSFORM PROCESSOR 

STRUCTURE 

 In the LTE system it exists two types of FFT 

modules: type1 is the 2𝑛 mode (n = 7–11) FFT and the other 

one is the 35 distinct-size Non-singular power point DFT. In 

that the range of transform sizes is from 12 to 1296. The 2𝑛-

point FFT and the NSPP DFT both structures are same. But 

only the few details are distinct. The figure.1 shows the 

structure of whole FFT processor. 

 
Figure.1.Blockade illustration of FFT processor 

 

 The FFT processor structure consists of major parts : 

as follows the input and output indexes of vector generator, the 

address generator of a computation, and there are consisting of 

two distinct bank groups of memory. The HRSB schemes is 

included with a PE unit, and in  between the memory and the 

PE  unit there exists few more commutator, some cache 

twiddle factors, and parameters which are under the FFT sizes, 

and the scaling exponent unit. In the following figure.1 the 

control signals represent with the dashed lines while the 

flowing data represent the real lines. The index of vector 

generator input serves the input information without any data 

conflicts with distinct memory banks, and the natural sequence 

of the output data is recorded by the output index of vector 

generator. The concurrent information of every cycles are 

collected by computation address generator and intermediate 

results will be restored. The 1st and 2nd Memory groups in the 

mode of ping-pong in that the input sampling will hold the two 

continuous information symbols, and computed output 

information. In these memory groups are commonly existing in 

Non-singular power point FFT. In between the memories and 

HRSB unit there will be commutator that grants accurate data 

routing mechanism, the computation address generator will 

controls these routing mechanism. The parameters of a twiddle 

factors and the FFT size are comes under cache register files, 

where we configure working modes of FFT. The operations of 

floating-point will control the exponent scaling unit, which is 

responsible for degrading storage of memory and improving 

the signal-to-quantization noise ratio. 

A. INDEX VECTOR GENERATOR 

 To distribute the input information to particular 

memory locations, an index vector generator is utilized. The 

output information of common sequence is utilized for re-

ordering the information. The index counter counts the number 

of inputs and all the inputs are transferred to memory-bank. 

For this FFT processor the index counter ranges from 0 to 

1295. For this FFT sizes we use two memory-banks, and the 

address and memory-bank are generated through trivial factors. 

The elements of PFA map for distinct FFTs lengths are pre-

stored in register documents of configurable information which 

consists of bank numbers. 

 According to the generation of address calculation the 

P concurrent information index of the PE are acquired in the 

computation mode. The memory addresses of each data and 

bank indices are generated through address generator. If the 

information is read from distinct memory-banks, so 

information is transferred to right path of processing element 

via commutator as proven in figure.2. The bank indexing is 

controlled by means of switching sample of commutator. The 

information is given back to the location from where the data 

is read, when the information is computed inside the PE. 

Therefore, the commutator output has reverse switch manner 

of commutaor input.  

 
Figure.2. Commutator structure 

B. HRSB ARCHITECTURE FOR RADIX-8/9/12/15/16/25 

BUTTERFLIES 

 According to the deterioration calculation, which 

includes base-8/9/12/15/16/25 is executed by utilizing the 

HRSB schemes. The HRSB structure consists of 2-stage 

combined base-2/3/4/5 Butterfly core, Trivial twiddle factors 

between two butterflies, a switch box, with some distinct delay 

length elements & MUXs. To assemble a one-level calculation 

stages, the 2 small Butterfly units are linked in pipeline way.   

 
Figure.3 Two stage MDC unit architecture 
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Figure.4 Base-25 BU of Butterfly operation. 

 The 2-stage base-25 butterfly unit of timing operation 

is proven in figure.4. The 5 concurrent information is given to 

the starting butterfly unit, in the first butterfly unit level. The 

information is eventually be given to the element of delay & 

then to the switch unit to modify the intervals of the 

information for the 2-BU. After re-ordering the calculated 

information will go to the memory-bank places. For base-

9,16,25 butterfly unit, the approaches are same. When HRSB 

structure is utilized for base-8 butterfly unit, base-4 is utilized 

within the starting level, and in the next level the base-2 is 

utilized for processing speed. After completing the calculations 

of the starting level, the next level is calculated immediately. 

The base-8,9,12,15,16,25 DFT is completed within the 

2,3,4,5,4 & 5 cycles by utilizing the HRSB schemes. 

C. UNIFIED WFTA BUTTERFLY CORE FOR BASE 2, 3, 4, 5 

POINT BUTTERFLIES:  

 A new WFTA core implements a small base- 2 / 3 / 4 

/ 5 butterflies, in butterfly mechanism. The prime factor DFT 

of WFTA is given as 

[X(0), … … X(N − 1)]T= O × M × I [x(0), . . x(N − 1)]T         

                (2) 

where I resembles the pre-accessions between the information 

sources, M resembles a diag0nal matrix 0f collusive 

multiplications and O resembles the p0st-accessions 0f the 

results after multiplications. In [8], a reconfigurable WFTA 

core structure two, three, four or five point DFT based on 

memory is designed as shown in figure.5. In reconfigurable 

mode, to implement 12-point FFT processor the butterfly core 

should complete with two stages. Base-3 is the first stage and 

other stage is base-4.   

 When the number of adders and multipliers are more, 

so the area occupied in this design is more. A new design is 

proposed using DFFs and eliminating some adders. When 

these DFFs are used then the area is diminished. The proposed 

diagram for WFTA is explained below. 

 
Figure.5 Base-2,3,4,5 point DFT using WFTA structure. 

D. PROPOSED COMBINED WFTA CALCULATION FOR 

THE BASE- 2/3/4/5  POINT BUTTERFLY 

 Consider a direct mapping of the 5-point DFT onto 

which all the different sizes are mapped. The main challenge is 

to reduce the number of multiplexers for 5-point DFT the 

number of operation is largest, so there is enough 

computational resources available. The signal flow graphs are 

mapped without using multiplexers to find out the common 

parts. By setting the inputs of the circuit to zero or by setting 

the coefficient of multiplexer to zero, the multiplexer can be 

avoided. So unnecessary connections are removed in this 

circuit. The multiplexer can be bypassed by setting the 

coefficient of multiplexer value to one. By using this 

technique, the multiplexers are controlled with control signals.  

 

Figure.6 WFTA diagram for base-2/3/4/ or 5-point FFT 

 

 The reconfigurable architecture is shown in figure.6 

and it has three single-gate multiplexers and one 3:1 

multiplexer. The Multi-radix compositions in [6], are complex 

compared to combined WFTA core, and it also utilizes more 

number of MUXes. The required coefficients & control signals 

of the MUXes, the input and output relations, are all proven in 

Table I. In Table I the dashed lines indicates that it is an 

irrelevant constrain. The constant multipliers are  constructed 

using adder and shifters to implement the middle coefficient 

multiplications. 
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Table 1. Information about the I/0 mappings in WFTA Core 

IV RESULTS AND ANALYSIS 

 The simulation results of the FFT processor design 

with 12-point FFT length is shown in figure.7, using 

reconfigurable WFTA structure. This method is synthesized in 

Xilinx ISE 14.7 targeting for Spartan3E xc3s1600e device 

5fg484 package with a speed grade of -5.  

A. RTL Schematic. 

 

Figure.7. Synthesis Result of the proposed FFT Processor design 

B. Simulation Results 

 

Figure.8. Simulation Results of the proposed FFT Processor design 

C. Calculation of Computation Cycles. 

 When considering a, 972-point DFT it is deteriorated 

into 4 × 3 × 9 × 9, in [6]. The base-3 delay elements are 

utilized for computing the 9-point DFT, within 3 cycles, and 

base-4 and base-3 DFTs is computed within a single cycle. 

Consequently, the overall computing time is 243+324+ 

324+324 = 1215, that is greater than the computing  size. So 

there is more complex for information routing mechanism. To 

obtain only base-2/3/4/5 butterflies, the HRSB structure is 

configured to bypass the first BU. The required computation 

butterflies into one processing elements are combined by 

utilizing the HRSB structure. So we are combining the 

elements 3 & 4, to diminish the calculation time, so the 

achieved texture is  9 x 9 x 12. The base-9 and base-12 is 

implemented. The total computation cycle for 972-point FFT is 

2x3x(972/9)+4x(972/12) = 972. Thus the computation cycles 

of different FFTs which applies the HRSB structure can be 

obtained by 𝑇 =  ∑ 𝑇𝑖  .  
𝑚
𝑖=1 𝑁 𝑁𝑖⁄ . Where n represents the 

computation stage, 𝑁𝑖 represents the one's stage butterfly radix, 

and 𝑇𝑖  represents the butterflies computation cycles. 

 

D. Comparison Results 

Table II Comparison of different power-point FFTs 
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Table III Design Summary for existing and proposed Results 

 
 

Table III Comparison Results of the 12-point FFT with  

existing and proposed results. 

 

 To calculate the area, power and delay, the FFT 

processor is also implemented in cadence tool using the 

slow_normal 1.0 technology library. The simulation results of 

the proposed system is compared as shown in table IV. Form 

the table, we say that the area is diminished up to 25%, power 

is reduced up to 0.9% and the delay is same when compared 

with the existing WFTA design.  

Table IV comparison results of  WFTA structure with 
 different parameters. 

 

V CONCLUSION 

 The 12-point FFT processor design based on memory 

with WFTA structure is implemented.  Additionally, a 

deterioration technique, called High-radix small butterfly-unit 

algorithm is utilized for the design of FFT processor. The 

WFTA design is intended to decrease complexity and to 

diminish the area. The WFTA design is executed in Xilinx ISE 

14.7, the timing analysis and device utilization are compared. 

The WFTA structure of FFT processor delay has been reduced 

up to 5.865ns. This is also supported for distinct arbitrary 

lengths(0-2048) to accomplish more throughput.  

 The area, power and delay of FFT processor are 

calculated by using the cadence tool. The technology library 

used is slow_normal 1.0. The simulation results of WFTA 

structure in FFT processor shows that the area has diminished 

to 25%, the power has diminished to 0.9% and the delay has 

same when compared with the existing system. The WFTA 

structure for 7-point FFT and for supporting lengths from 0 to 

4096 in LTE systems can be extended in future. 
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