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Abstract: Semantic frequent pattern discovery is most widely 

used in data mining. Many types of research have been done 
on frequent pattern mining by introducing many efficient 

algorithms. Each algorithm will implement their features as 

per given dataset. Every domain has its own algorithm with 

various features to focus on various problems and go for better 

frequent patterns. For example, finding the synonyms for the 

same gene/protein would help biologists in the process of 

gene-protein interactions and protein-protein interactions. For 

biomedical databases such as SWISSPROT, GenBank, Gold, 

super market is some of the databases for this. In this paper, 

the proposed system SSFPOA Neighbourhood ranking 

algorithm focuses on implementing the proposed rapid 

algorithm will work for any of the databases and finding the 
better results compare with all the algorithms.    

Keywords: Genbank, Super Market, rapid algorithm. 

I. INTRODUCTION 

Web mining is the integration of information gathered by 
traditional data mining methodologies and techniques with 

information gathered over the World Wide Web. [2]It is used 

to understand customer behavior, evaluate the effectiveness of 

a particular Web site, and help quantify the success of a 

marketing campaign. Content mining is used to examine data 

collected by search engines and web spiders. Structure mining 

is used to examine data related to the structure of a particular 

Web site and Web Usage Mining is applied to many real 

world problems to discover interesting user navigation 

patterns for Improvement of web site design by making 

additional topic or recommendations observing user or 
customer behaviour. Semantic Web Mining is an integration 

of two important scientific areas: Semantic Web and Data 

Mining [1]. Semantic Web is used to give a meaning to data, 

creating complex and heterogeneous data structure, while 

Data Mining are used to extract interesting patterns from, 

homogenous and less complex, data. Because of the rapid 

increasing in the amount of stored semantic data and 

knowledge in various areas, as the case in biomedical and 

clinical scenarios, this could be transformed to a perfect target 

to be mined [2,3] leading to the introduction of the term 

“Semantic Web Mining”. This paper gives a general overview 

of the Semantic Web, and Data Mining followed by an 
introduction and a comprehensive survey in the area of 

Semantic Web Mining. 

Semantic Web:  The Semantic Web is changing the way how 

scientific data are collected, deposited, and analyzed [4]. In 

this section, a short description defining the Semantic Web is 

presented followed by the reasons behind the developing of 

Semantic Web. Next a few selective representation techniques 

recommended by W3C are presented and a number of 
successful examples from the commercial domain that support 

and use the semantic data are given as well. 

II. LITERATURE REVIEW 

Hao Yan, Bo Zhang, Yibo Zhang, Fang -2010.In this paper A 

WUM process extracts behavioral patterns from the Web 

usage data and, if available, from the Website information 

(structure and content) and on the Website users (user 

profiles).This bring two significant contributions for a Web 
Use Mining process. In this paper author proposed a 

customized application specific methodology for 

preprocessing the Web logs and a modified frequent pattern 

tree for the discovery of patterns efficiently.  HuipingPeng- 

2010. In this paper the interesting knowledge is extracted from 

frequent patterns and these results are used for website 

modification. In this paper the FP-growth algorithm is used 

for obtaining frequent access patterns from the web log data 

and providing valuable information about the user’s interest. 

Min Chen and young U. Ryu -2011. This paper addresses how 

to improve a website without introducing substantial changes. 
Specifically a mathematical programming model is used to 

improve the user navigation on a website while minimizing 

alterations to its current structure. Results from extensive tests 

conducted on a publicly available real data set indicate that 

our model not only significantly improves the user navigation 

with very few changes, but also can be effectively solved. Joy 

Shalom Sona, AshaAmbhaikar-2012 This paper presents a 

overview of web mining methods and techniques used for the 

evaluation of reconciling systems to achieve better web 

navigation. Efficiency in order to improve the efficiency of 
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web site. It integrates and coordinates among different reasons 

for making recommendations including frequency of access, 

and patterns of access by visitors to the website. 

Web Ontology Language: 

The Web Ontology Language (OWL) is considered a more 

complex language with better machine-interpretability than 

RDF. It precisely identifies the resources’ nature and their 

relationships [8]. To represent the Semantic Web information, 

this language uses ontology, a shared machine-readable 

representation of formal explicit description of common 

conceptualization and the fundamental key of Semantic Web 

Mining [6, 8]. Ontology creators are expressing the interest 

domain which is based on classes, and properties (represent 

atomic distinct concepts and rules in other semantic languages 
respectively) [9]. 

III. PROPOSED SYSTEM 

The proposed system SSFPOA neighborhood ranking 

algorithm finds the better results for the datasets implementing 

the proposed system. 

• An advanced pattern discovery technique is discovered. 

• Appraise specificities of patterns and then appraises term 

weights according to the distribution of terms in the 

discovered patterns. 

• Solves falsify Problem. 

• Training the samples to find the noisy patterns and 

influence to reduce the low-frequency problem.  

• In this pattern evolution, the process of updating 

ambiguous patterns is referred. 

• We can identify the improvement by using proposed 
approach by evaluating term weights because discovered 

patterns are more specific than whole documents. 

• There are two modules in this. 

• Training and Testing 

• In training module, the d-patterns in the positive 

documents (pd) divide on min sup are identified, and 

evaluates term supports by deploying d-patterns to terms. 

• In testing module, it will test the noise negative 

documents in D based on experimental coefficient. 

• Based on the weights the incoming documents are sorted. 

Algorithm: 

1. Di is a new document  

2. LDi is empty list  

3. for each sentence S in Di do  

4. for each labeled term in S do  

5. if(labeled term already in the list LDi)  

6. Increase labeled-term count by 1;  

7. else  

8. {  
9. Add a new node in the list  

10. Node->data=labeled-term;  

11. Labeled-term count =1 12.  

} 

13. End for  

14. End for  

15. SQ is a temporary variable.  
16. For each labeled term in LQi do  

17. If(labeled-term in LQi==labeled-term in LDi) 18. 

{  

19. SQ= SQ + Labeled-term count in LDi * Labeled-

term count in LQi;  

20. }  

21. End for  

• 22. Semantic similarity=SQ/sum of count of all labeled 

terms in LDi; 
 

ADVANTAGES OF PROPOSED SYSTEM: 

• To improve the performance of the evaluating term 

weights by using proposed system. 

• From all the documents the identified documents are 
more important. 

• To avoiding the issues of phrase-based approach to using 

the pattern-based approach. 

• To find out various text patterns we use pattern mining 

techniques.  

 

Implementation 

In this paper, the new unique ensemble algorithm is 

implemented on java with IDE netbeans 8.1 and database is 

MY SQL. Implementation is done on various domains like 

supermarket for analysis of current trends in shopping.  

 

 
Fig.1: Semantic frequent Patterns for 1000 tuples dataset 
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Semantic Similarity Analytic Results 

3.43% of Every 1000 Transactions Yields Sales pertaining to 

Groceries category 

1.68% of Every 1000 Transactions Yields Sales pertaining to 

Laptops & Desktops category 

36.75% of Every 1000 Transactions Yields Sales pertaining to 
Vegetables category 

19.84% of Every 1000 Transactions Yields Sales pertaining to 

Clothing category 

1.57% of Every 1000 Transactions Yields Sales pertaining to 

Electronics category 

1.58% of Every 1000 Transactions Yields Sales pertaining to 

Mobiles & Tablets category 

0.98% of Every 1000 Transactions Yields Sales pertaining to 

Flowers category 

12.31% of Every 1000 Transactions Yields Sales pertaining to 

Diary category 

19.15% of Every 1000 Transactions Yields Sales pertaining to 
Fruits category 

0.21% of Every 1000 Transactions Yields Sales pertaining to 

Softwares category 

0.11% of Every 1000 Transactions Yields Sales pertaining to 

Games category 

0.17% of Every 1000 Transactions Yields Sales pertaining to 

Cosmetics category 

2.07% of Every 1000 Transactions Yields Sales pertaining to 

Beverages category 

0.15% of Every 1000 Transactions Yields Sales pertaining to 

Books category   
 

     
Fig.2: Semantic frequent Patterns for 2000 tuples dataset. 

Semantic Similarity Analytic Results 

 

3.46% of Every 2000 Transactions Yields Sales pertaining to 

Groceries category 

1.64% of Every 2000 Transactions Yields Sales pertaining to 

Laptops & Desktops category 

36.52% of Every 2000 Transactions Yields Sales pertaining to 

Vegetables category 

19.74% of Every 2000 Transactions Yields Sales pertaining to 

Clothing category 
1.58% of Every 2000 Transactions Yields Sales pertaining to 

Electronics category 

1.56% of Every 2000 Transactions Yields Sales pertaining to 

Mobiles & Tablets category 

0.98% of Every 2000 Transactions Yields Sales pertaining to 

Flowers category 

12.39% of Every 2000 Transactions Yields Sales pertaining to 

Diary category 

19.54% of Every 2000 Transactions Yields Sales pertaining to 

Fruits category 

0.18% of Every 2000 Transactions Yields Sales pertaining to 

Softwares category 
0.12% of Every 2000 Transactions Yields Sales pertaining to 

Games category 

0.17% of Every 2000 Transactions Yields Sales pertaining to 

Cosmetics category 

1.98% of Every 2000 Transactions Yields Sales pertaining to 

Beverages category 

0.13% of Every 2000 Transactions Yields Sales pertaining to 

Books category . 

              

 
Fig.3: Semantic frequent Patterns for 3000 tuples dataset 

Semantic Similarity Analytic Results 

 

3.41% of Every 3000 Transactions Yields Sales pertaining to 

Groceries category 

1.65% of Every 3000 Transactions Yields Sales pertaining to 

Laptops & Desktops category 
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36.47% of Every 3000 Transactions Yields Sales pertaining to 

Vegetables category 

19.61% of Every 3000 Transactions Yields Sales pertaining to 

Clothing category 

1.58% of Every 3000 Transactions Yields Sales pertaining to 

Electronics category 
1.59% of Every 3000 Transactions Yields Sales pertaining to 

Mobiles & Tablets category 

0.96% of Every 3000 Transactions Yields Sales pertaining to 

Flowers category 

12.42% of Every 3000 Transactions Yields Sales pertaining to 

Diary category 

19.67% of Every 3000 Transactions Yields Sales pertaining to 

Fruits category 

0.17% of Every 3000 Transactions Yields Sales pertaining to 

Softwares category 

0.13% of Every 3000 Transactions Yields Sales pertaining to 

Games category 
0.17% of Every 3000 Transactions Yields Sales pertaining to 

Cosmetics category 

2.02% of Every 3000 Transactions Yields Sales pertaining to 

Beverages category 

0.15% of Every 3000 Transactions Yields Sales pertaining to 

Books category               

 

 
Fig.4: Semantic frequent Patterns for 4000 tuples dataset 

Semantic Similarity Analytic Results 

 

3.51% of Every 4000 Transactions Yields Sales pertaining to 

Groceries category 
1.63% of Every 4000 Transactions Yields Sales pertaining to 

Laptops & Desktops category 

36.45% of Every 4000 Transactions Yields Sales pertaining to 

Vegetables category 

19.7% of Every 4000 Transactions Yields Sales pertaining to 

Clothing category 

1.59% of Every 4000 Transactions Yields Sales pertaining to 

Electronics category 

1.58% of Every 4000 Transactions Yields Sales pertaining to 

Mobiles & Tablets category 
0.95% of Every 4000 Transactions Yields Sales pertaining to 

Flowers category 

12.53% of Every 4000 Transactions Yields Sales pertaining to 

Diary category 

19.46% of Every 4000 Transactions Yields Sales pertaining to 

Fruits category 

0.18% of Every 4000 Transactions Yields Sales pertaining to 

Softwares category 

0.13% of Every 4000 Transactions Yields Sales pertaining to 

Games category 

0.16% of Every 4000 Transactions Yields Sales pertaining to 

Cosmetics category 
2.0% of Every 4000 Transactions Yields Sales pertaining to 

Beverages category 

0.15% of Every 4000 Transactions Yields Sales pertaining to 

Books category.                  

 

 
Fig.5: Semantic frequent Patterns for 5000 tuples dataset 

Semantic Similarity Analytic Results 

 

3.49% of Every 5000 Transactions Yields Sales pertaining to 

Groceries category 

1.62% of Every 5000 Transactions Yields Sales pertaining to 

Laptops & Desktops category 

36.32% of Every 5000 Transactions Yields Sales pertaining to 
Vegetables category 

19.83% of Every 5000 Transactions Yields Sales pertaining to 

Clothing category 
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1.57% of Every 5000 Transactions Yields Sales pertaining to 

Electronics category 

1.57% of Every 5000 Transactions Yields Sales pertaining to 

Mobiles & Tablets category 

0.96% of Every 5000 Transactions Yields Sales pertaining to 

Flowers category 
12.54% of Every 5000 Transactions Yields Sales pertaining to 

Diary category 

19.52% of Every 5000 Transactions Yields Sales pertaining to 

Fruits category 

0.17% of Every 5000 Transactions Yields Sales pertaining to 

Softwares category 

0.14% of Every 5000 Transactions Yields Sales pertaining to 

Games category 

0.17% of Every 5000 Transactions Yields Sales pertaining to 

Cosmetics category 

1.95% of Every 5000 Transactions Yields Sales pertaining to 

Beverages category 
0.16% of Every 5000 Transactions Yields Sales pertaining to 

Books category 

 

The performance of the proposed system calculates in terms of 

time for all the datasets present. 

 

Datasets 1000 2000 3000 4000 5000 

ES 10.23 20.21 14.32 13.43 9.31 

PS 5.83 16.14 5.00 7.47 5.14 

Table-1, Shows the performance of the proposed system. 

 

IV. CONCLUSION 

In data mining, semantic frequent pattern mining is the most 

important technique to find the frequent patterns from the 

various .txt files or csv files and from various huge data 
sources. Though there are number of mining techniques like 

association rule mining, common item set mining, sequential 

sample mining, most sample mining, and closed sample 

mining. Still there is a lack (i,e low frequency) of identifying 

the similar patterns by using above data mining techniques. In 

this proposed work, we have mainly focus on finding and 

search the efficient pattern mining information from large 

datasets. In proposed technique we can take input file .txt then 

we apply various algorithms such as PTM, PDM, D-Pattern, 

IPE for Shuffling Inner pattern & display expected output. 

The proposed system implements two processes, pattern 
deploying and pattern evolving, to extract the efficient 

discovered patterns in super market datasets. The 

experimental results shows the performance of the Ensemble 

frequent pattern mining algorithm is based on outperforms no 

longer most effective different natural statistics mining-

primarily based strategies and the concept based model, but 

also time period-based modern fashions, consisting of BM25 

and SVM-based totally fashions. 
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