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Abstract - In today’s world cancer is most common disease 

that causes death and brain cancer is one of them.  Brain 

cancer detection at early stages will increase the survival 

rate of the patient and also provide more option for 

treatment.  In recent years if detection of cancer at early 

stages is done than the survival rate of patient is increased 

from 10 to 40%. The brain cancer is most common cause of 

death and dangerous disease, so faster method for detection 

required.  The abnormal growth of cells present within the 
brains can be detected using image processing technique.  

Image processing technique classifies the MRI images to 

distinguish the affected areas. In this paper a hybrid 

algorithm that utilizes watershed and genetic algorithm with 

machine learning to detect brain cancer.  For classification 

the decision tree is used that will enhance the detection rate. 

It will also increase the linear accuracy and recognition rate.  

 

Keyword - Brain cancer, watershed algorithm, genetic 

algorithm. Machine learning  

  
I. INTRODUCTION 

The main cause of cancer death is Brain cancer and 

detection of cancer at early stage is difficult that cause high 

mortality rate. In world the number of people died due to 

brain cancer is high as compare to any other cancer like 

breast, skin and colon. So the early detection of brain cancer 

will decrease rate of deaths. Recently according to WHO 

around 6.8 million deaths caused due to brain cancer 

worldwide and also it continue to rise.[1] Increase of 

abnormal cells of brain is caused brain cancer. The tumour 

will increase the cells and form new one, also abnormal one. 

This will be detect at early stage so that proper treatment 
will provided on time, but many will notice this disease 

when it is too late and it is impossible to surgery. The 

detection of brain cancer is important at early stage is 

important for better treatment. [2]The MRI images are used 

for diagnosis and the tumour starts at brains part then it is 

called primary brain cancer. There are two types of brain 

cancer  

 Small cell cancer 

 Non-small cell cancer 

In our work we focused on detecting tumour and its stages 

using hybrid algorithm that contains watershed and genetic 
algorithm. 

 

II. LITERATURE SURVEY  

In [3]proposed a region growing algorithm that segment the 

CT scan images of brain. It starts with seed pixel and then 

continues on checking other pixels of its neighbourhood. It 

utilizes a criterion for similarity index and it is similar then 

it include region. Then this region is examined further.  

In [4]proposed algorithm to detect cancer cells from brain 

MRI image and it minimize the error rate in detection. It 

utilizes sobel edge for detection and matrix for label the 

edges. It uses gradient to find the sobel edges. The change 

in intensity of image is given by image gradient.  

[5]Suggests an approach the use CAD (computer aided 
design) to detect the brain cancer by using edges of MRI 

images.  [6]Proposes threshold algorithm that detect sputum 

cell from the image.  In[7]  proposes water shed 

transformation algorithm that segment the images. In this to 

process the image morphological operations are used and 

eliminate the over segmented area. After that gradient is 

reconstruct and the shape of image gradient is 

maintained.[8] In this paper we mainly focused on detecting 

tumour affected regions in image and also evaluate accuracy 

of the system.  

 
III. PROPOSED METHODOLOGY 

The image set is required to be operated upon by the 

modified watershed algorithm with classification. Feature 

extraction is performed by the use of Genetic algorithm. 

Rules are implemented using decision tree for classification 

purpose.  The detailed description of proposed system is 

listed as under 

Dataset Description 

The dataset which is used is derived from internet. BRAIN 

CANCER DATASET is used for extraction. BRAIN 

CANCER DATASET contains 10 images of 40 to 44 KB in 

size. The images are grey scale in nature. Dimension of 
images is 1024×1024.  

 
Figure 1: DATASET 

 

Brain Cancer Dataset contains group of images with and 

without cancerous cell. Through the proposed system 

classification is generated to detect the disease and 

compared against the original image set. 
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Applying Machine Learning Watershed Algorithm for 

Segmentation - Watershed is a transformation commonly 

applied on grey scale images. During the flooding operation 

adjacent catchment are constructed. The flooding process is 

performed on gradient images. The basins are constructed 

near the edges. It leads to over segmentation of images 
especially on noisy images. The algorithm is as follows 

 Set of markers from where flooding should begin are 

selected. 

 Priority is assigned to the neighbourhood of each marked 

pixel on the basis of gradient magnitude value selected. 

Label is assigned to each pixel inserted into priority 

queue. 

 The pixel with least priority is extracted from priority 

queue and labels are checked.   

 If labels are assigned and are same then same label pixels 

accept one are removed. 

 The other pixels which are unlabelled are pushed into 

priority queue and steps are performed again. 

 

After performing watershed algorithm, result is as follows 

 
Figure 2 

 

The watershed algorithm is followed by genetic algorithm 

for feature extraction. 

 

Genetic Algorithm - Genetic algorithm is multi-heuristic 

algorithm having multiple objectives associated with it. 

Genetic algorithm is associated with different phases. The 

pixels correspond to chromosomes. To perform feature 

extraction, selection operation takes place. The proposed 

system uses random selection operation. The fitness 
function evaluation is used to generate next population for 

feature extraction. The extracted features are compared 

against the threshold value. The threshold value is assumed 

to be base value above which optimality is achieved.   

 

𝑇ℎ𝑟𝑒𝑠ℎ𝑜𝑙𝑑 = 𝑂𝑝𝑡𝑖𝑚𝑎𝑙𝑏𝑎𝑠𝑒−𝑣𝑎𝑙𝑢𝑒  

The fitness function evaluation takes place in order to obtain 
optimal results for classification.  

 

𝐹(𝑡) = 𝑃𝑖𝑥𝑒𝑙𝑖(𝐹𝑒𝑎𝑡𝑢𝑟𝑒𝑠𝑗 > 𝑇ℎ𝑟𝑒𝑠ℎ𝑜𝑙𝑑) 

The mutation and crossover is performed only if threshold 

value is invalidated. Mutation and crossover is 

accomplished by identifying pixels having intensity values 
lower than desired levels. After which selection operation is 

performed again. 

 

IV. DECISION TREE IMPLEMENTATION 

Decision tree is used for classification purpose. 

Classification of results required certain rules to be created. 

The Training rules correspond to features which are 

identified through genetic algorithm. The disease is detected 
if rules are violated. Decision tree rules are listed as under 

 
A feature extracted from the segmented image is compared 

against these rules. Membership is decided only if feature 

lies within the range of 0 and 1. In order to detect the 

disease membership should be greater than 0.5.   

 
V. PERFORMANCE ANALYSIS AND RESULTS 

The performance of proposed system is analysed in terms of 

recognition rate and sigmoid function. Sigmoid function 

predicts the activation of training images. Training images 

matches against the testing images. Threshold must be 

satisfied in order to determine whether given image lie 

within the desired levels of features. If they do then they are 

classified as having given disease.  

Recognition rate - Recognition rate indicates the success of 

simulation in the detection of problems within the given 

image set. For the success of proposed system recognition 

rate must be high.  
Sigmoid function - A sigmoid function is a mathematical 

function having a characteristic "S"-shaped curve or 

sigmoid curve. Often, sigmoid function refers to the special 

case of the logistic function shown in the figure and defined 

by the formula 

𝑆 =
1

1 + 𝑒−𝑥
 

 
Figure 3: Showing sigmoid function 
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Other examples of similar shapes include the Gompertz 

curve (used in modelling systems that saturate at large 

values of x) and the ogee curve (used in the spillway of 

some dams). Sigmoid functions have domain of all real 

numbers, with return value monotonically increasing most 

often from 0 to 1 or alternatively from −1 to 1, depending 
on convention. 

A wide variety of sigmoid functions have been used as the 

activation function of artificial neurons, including the 

logistic and hyperbolic tangent functions. Sigmoid curves 

are also common in statistics as cumulative distribution 

functions (which go from 0 to 1), such as the integrals of the 

logistic distribution, the normal distribution, and Student's t 

probability density functions. 

Snapshots - Snapshots corresponding to proposed system 

are as under 

 
Figure 4: Snapshot corresponding to load image 

 

This screen demonstrates the selection of image when user 
clicks on the load button. The next screen demonstrates the 

existing system segmentation. 

 
Figure 5 

In this case benign cancer is detected. In other words 

classification will be of benign cancer 

 
Figure 6 

 

In this case classification result gives benign cancer. The 

accuracy of proposed system along with recognition rate is 

high as compared to existing techniques.  

 

Table 1:  Recognition Rate 
Result THRESHOLD=0.4 

EXISTING PROPOSED 

79 91 

81 92 

79.879 90.23323 

85 95.878 

83 93.4343 

 

 
Figure 7: False Matching Rate (FMR) 
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Table 2: Sigmoid Function 
Existing Proposed 

89 94 

89.433 94.4334 

90.2323 95.343 

90.2324 95.787 

91.1223 96.233434 

 

 
  

VI. CONCLUSION AND FUTURE SCOPE 

The proposed scheme of thing produces efficient 

mechanism in order to determine the accuracy of disease 

detection using hybrid approach of Machine learning 

Watershed and FSVM. Analysis process detects disease 

efficiently and handles the complex image with least 

complexity. 

In future, detection process can be accomplished using LBP 

with genetic algorithm. 
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