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ABSTRACT - Nowadays, there is a huge and growing concern about security in information and communication technology (ICT) 

among the scientific community because any attack or anomaly in the network can greatly affect many domains such as national 

security, private data storage, social welfare, economic issues, and so on. Therefore, the anomaly detection domain is a broad research 

area, and many different techniques and approaches for this purpose have emerged through the years. Attacks, problems, and internal 

failures when not detected early may badly harm an entire Network system. Thus, this thesis presents an autonomous profile-based 
anomaly detection system based on the statistical method Principal Component Analysis (PCADS-AD). This approach creates a 

network profile called Digital Signature of Network Segment using Flow Analysis (DSNSF) that denotes the predicted normal 

behavior of a network traffic activity through historical data analysis. That digital signature is used as a threshold for volume anomaly 

detect ion to detect disparities in the normal traffic trend. The proposed system uses seven traffic flow attributes: Bits, Packets and 

Number of Flows to detect problems, and Source and Destination IP addresses and Ports, to provides the network administrator 

necessary information to solve them. The observed results seek to contribute to the advance of the state of the art in methods and 

strategies for anomaly detection that aim to surpass some challenges that emerge from the constant growth in complexity, speed and 

size of today’s large scale networks, also providing high-value results for a better detection in real time. 
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I. INTRODUCTION 
Nowadays, the scientific community has a constant 

worry about high-efficiency security and quality of service in 

large-scale networks. The expansion of new communication 

technologies and services, along with an increasing number of 

interconnected network devices, web users, services, and 

applications, contributes to making computer networks ever 

larger and more complex as systems. Moreover, there is the so 

called boundless communication paradigm, for next 

generation networks, which envisages offering anytime, 

anywhere, anyhow communications to its users and requires 

the full integration and interoperability of emergent 

technologies [1]. These issues make it even more complex and 
challenging to maintain precise network management and lead 

to serious network vulnerabilities, as security incidents may 

occur more frequently [2, 3]. 

 

Outsiders, as malicious attacks aiming to shut down 

services or steal private information, or by inside factors 

(operational problems), such as configuration errors, server 

crashes, power outages, traffic congestion, or non-malicious 

large file transfers [4], can cause such security instances. 

Regardless of the source, such threats, which are commonly 

called anomalies, can have a significant impact on the network 
service and end-users and harm computer network operations 

and availability. The term anomaly has several definitions. 

Barnett and Lewis define a data set anomaly as “observation 

(or a subset of observations) which appears to be inconsistent 

with the remainder of that set of data” [5]. Chandola et al. 

express this term as “patterns in data not conforming to a 

well-defined notion of normal behavior” [6]. According to 

Lakhina et al., “ anomalies are unusual and significant 

changes in a network’s traffic levels, which can often span 

multiple links”  [7]. Hoque et al. define it as “ non-

conforming interesting patterns compared to the well-defined 

notion of normal behavior” [8]. By these definitions, it is 

clear that the concept of normality is one of the main steps 

toward developing a solution to detect network anomalies. 
Although apparently unpretentious, the problem of defining a 

region denoting normal behavior and marking as an anomaly 

any occasion contrasting this normal pattern is defiant. Faster 

diagnosis, lower complexity and suitable corrections of the 

causes are the main objectives of the field. Every factor is 

vital to developing a better anomaly detection approach. The 

precision and speed factors, alongside with the correct 

identification of such abnormal events in a timely fashion are 

critical to reducing significant service degradation, malicious 

damage, and cost. For this reason, the research community has 

been developing a lot of models, algorithms, and mechanisms, 



IJRECE VOL. 8 ISSUE 3 JULY.-SEPT. 2020                   ISSN: 2393-9028 (PRINT) | ISSN: 2348-2281 (ONLINE) 

INTERNATIONAL JOURNAL OF RESEARCH IN ELECTRONICS AND COMPUTER ENGINEERING 

 A UNIT OF I2OR  113 | P a g e  
 

over the years, to develop better solutions and approaches to 

guaranteeing the health of ever larger and complex network 

systems. 

In the literature, anomaly detection methods can be 

classified into two ways: Signature based and profile-based. 

Signature-based systems use a prior knowledge about the 
characteristics of each kind of anomaly to identify potential 

incidents previously known. Moreover, profile based 

approaches create a network profile representing the traffic 

normal behavior, and traffic anomalies are detected from 

deviations with respect to this profile [9, 10]. Although 

signature based methods have been widely investigated in the 

literature, they have a clear drawback. It is prerequisite that 

anomaly signatures are known in advance, hampering the 

recognition of new anomalies. Also, signature-based methods 

can be avoided by malicious sources by tampering anomaly 

signatures. In contrast, a profile-based system creates a 

baseline profile of the normal network activity, eliminating 
the need of prior knowledge about the nature and properties of 

anomalies. This trait leads to some advantages: The possibility 

of discovering new and unforeseen types of anomalies; the 

detection of insider attacks; and also makes it difficult for an 

attacker to know with conviction what malicious action it can 

carry out without being detected by the system [9, 11]. Thus, 

this thesis proposal is to create an autonomous profile-based 

monitoring system capable of identifying the normal network 

behavior by adopting an efficient method for traffic 

characterization in order to create a baseline profile of normal 

traffic to discover possible anomalies in the traffic. 
 

II. RELATED WORK 

Nowadays, there is a huge and growing concern 

about security in information and communication technology 

(ICT) among the scientific community because any attack or 

anomaly in the network can greatly affect many domains such 

as national security, private data storage, social welfare, 

economic issues, and so on. Therefore, the anomaly detection 

domain is a broad research area, and many different 

techniques and approaches for this purpose have emerged 

through the years. Researchers have been studying the 

anomaly detection subject since the early 19th century, and so 
far, they have produced a multitude of papers, each using a 

variety of techniques, from statistical models, up to 

evolutionary computation approaches. Nevertheless, it is not a 

straightforward task to identify and categorize all existing 

anomaly detection techniques. Plenty of topics must be 

considered, such as anomaly types, system types, techniques 

and algorithms used, as well as technical dilemmas such as 

processing costs and network complexity. Therefore, this 

leads to the fragmented literature available today, in which 

many works try to summarize everything but are unable to 

show the bigger picture of the anomaly detection spectrum. 
 

As in [18] and [9], the focus is just on the most 

popular techniques and methods, such as machine learning, 

clustering and statistical approaches. Still, surveys such as 

[19] and [20] briefly discuss the whole problem statement, 

setting aside relevant topics such as data set, challenges, and 

recommendations. Marnerides et al. [21] have reviewed 
anomaly detection over backbone networks. Although each of 

those inspected surveys summarizes many important topics 

pertaining to anomaly detection, they are not entirely 

complete. For instance, some of them emphasize anomaly 

types but do not cover all kinds of methods while others 

research upon vast approaches but forget about the basis of 

intrusion detection systems and data input, and so on. For this 

reason, the main objective is to review the most important 

aspects pertaining to anomaly detection, covering an overview 

of a background analysis as well as a core study on the most 

relevant techniques, methods, and systems within the area. 

Therefore, in order to ease the understanding of this chapter’s 
structure, the anomaly detection domain was reviewed under 

five dimensions: (i) network traffic anomalies, (ii) network 

data types, (iii) intrusion detection systems categories, (iv) 

detection methods and systems, and (v) open issues.  

 

The nature of an anomaly is an important aspect of 

an anomaly detection technique. Depending on the context 

within which an abnormality is found, or on how it occurred, 

it can be or not be an abnormality. This aspect can direct how 

the system will handle and understand mined and detected 

anomalies. Based on their nature, there are three categories of 
anomalies: point anomalies, collective anomalies, and 

contextual anomalies [6, 10, 22]. 

 

Contextual Anomalies, also called conditional 

anomalies, are events considered as anomalous depending on 

the context in which they are found. Two sets of attributes 

define a context (or the condition) for being an anomaly, both 

of which must be specified during problem formulation. 

Contextual attributes define the context (or environment); for 

instance, geographic coordinates in spatial data or time in 

time-series data specifies the location or position of an 

instance, respectively. On the other hand, behavioral attributes 
denote the non-contextual features of an instance, i.e., 

indicators determining whether or not an instance is 

anomalous in the context [23].  

 

III. PROPOSED SYSTEM 

In this chapter, the hybrid anomaly detection system 

using principal component analysis is presented. However, 

before explaining its full process, Figure 1 summarizes the 

overall operation of it. The system is divided in two parts: 

Traffic Characterization and Anomaly Detection. The traffic 

characterization is responsible for extracting quantitative 
attributes (bits/s, packets/s and number of flows/s) from a flow 
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database containing historical data about the network segment 

activity, and generate the corresponding DSNSFs. The 

mentioned components are deployed in conjunction with one 

another to filter packets on the communication networks, such 

as mobile networks and for certain network protocols that are 

known or considered to be vulnerable to or used in cyber-
attacks. This allows the HADM to expend a smaller amount of 

processing resource on other network protocols, such as 

streaming protocols that are not normally vulnerable and thus 

not typically targeted by cyber-attackers. The ability of the 

HADM to focus on vulnerable network protocols helps to 

avoid burdening network servers with unnecessary 

computational load. The protocol analyzer filters the network 

packets and identifies vulnerable protocols. The non-

vulnerable protocols are forwarded to the feature extraction 

module for further processing. The feature extraction module 

extracts features from the incoming packets and provides 

these features to the learning algorithm I for the analysis. If 

the output from learning algorithm I is suspicious, it is 
recorded into log file. If traffic is carried on vulnerable 

protocol, the counter and prioritization module forwards the 

suspicious traffic to next level based on the occurrence of 

protocol against a defined threshold.            

 

 
Figure 1. Proposed system architecture 

 

IV. RESULTS 

The current framework was created from the idea of Hybrid 

PSO and C4.5. In this investigation, The IDS framework is 

lived in the ideas of SKNN Classifier actualized in R. In this 

work "klaR" bundle accessible in R. The outcomes acquired 

show adequate exactnesses. The outcomes are appeared. 

 

Table 1: Results Comparison 

Techniques Sensitivity Specificity Accuracy FAR  

C4.5 87.57 83 91.24 1.45  

SVM 81.92 63.29 88.27 3.01  

C4.5+ACO 89.15 86.43 96.15 0.88  

SVM+ACO 97.31 69.66 91.82 1.11  

C4.5+PSO 93.40 89.88 96.37 1.83  

SVM+PSO 91.50 71.10 92.59 2.96  

EDADT 96.65 92.25 97.11 0.20  

Proposed Method 99.81 99.90 99.62 0.01  
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The Proposed model has developed using SKNN 

Classification model and Statistical analysis tool, R 

programming language is used for analytical and classification 

activities. The KLAR library package is capable of adapting 

varied class labels used in the classification. The Results of 

Anomaly and Misuse attacks detection is presented in Figure 

2. 

 

 
 

Figure 2: Results observed -Sensitivity, Specificity, and Accuracy and FAR 

 

V. CONCLUSION 

The proposed Intrusion Detection display has indicated better 

outcomes contrasted and existing strategies. The procedure 

has indicated broad productivity in limiting the bogus alert 

rate and will diminish the manager remaining burden. This 

model has created 13.24% higher affectability when 

contrasted and C4.5, 10.55% contrasted and C4.5+ACO, and 

2.95% when contrasted and EDADT. The exploratory 

outcome indicates better precision contrasted and the current 
framework. The Future work is meant to prepare the IDS to 

distinguish number of assaults, and the tally can be expanded 

from 23 to 40. The intrusion detection systems are very 

efficient for monitoring and detecting network traffic data 

packets. This research paper has proven that alerts are 

generated when there is a deviation in the behavioral patterns 

of the packets. The patterns are matched and compared with 

the proposed snort rules signature base. The proposed system 

was methodically tested and compared with existing snort 

rules, the proposed rules proved to be more accurate and 

efficient. In future work, advanced data mining techniques and 
machine learning techniques used for detecting new 

suspicious attacks on a huge amount of data 
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