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10 Introduction

Before we delve into the meat (or tofu, if you prefer) of this book, we

should be clear on what you will and will not find here, as well as what

degree of preparation is expected of readers.

The Target Audience, and Overview of Contents

This book is intended for readers who have a modest statistics background

(Stat 101 is plenty), have some programming skill in any language (C++

with a strong bent toward traditional C is used in the examples here), and

are interested in trading financial markets with a degree of mathematical

rigor far beyond that of most traders.  Here you will find a useful collection

of algorithms, including sample code, that will help you tweak your ideas

into trading systems that have above-average likelihood of profitability. 

But there are many things that you will not find in this book.  We begin

with an overview of the material included in this book.

What’s In This Book

! If your system involves optimization of parameters, and most do, you

will learn how to determine if your optimized system has captured

authentic market patterns, or if it has simply learned random  noise

patterns which will never again appear.

! You will learn how to modify linear regression in a way that makes it

even less susceptible to overfitting than it already is, and that as a

bonus separates predictors into those that are valuable and those that

are worthless.  You will also learn how to modify linear regression to 

enable its use in moderately nonlinear situations.

! You will discover an extremely general and powerful nonlinear

optimization algorithm that is applicable to both predictive-model-

based trading systems as well as traditional algorithmic systems.

! All trading systems assume a degree of consistency in the market

being traded; if the pattern on which your system is based has

occurred regularly over recent history, we must assume that this same
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pattern will continue into at least the near future.  Some trading

systems are robust against moderate changes in market patterns,

while other systems are rendered worthless by even tiny changes in

market patterns.  You will learn how to assess the degree to which

your system is robust against such changes.

! If you have designed your own proprietary indicators, you will learn

how to confirm that they are reasonably stationary (a critical property

for any effective indicator), or massage them into stationarity if they

are not.  You will also learn how to compute them so as to maximize

their information content, minimize their noise, and supply them to

your trading system in an effective, efficient manner so as to maximize

their utility.

! Most trading system developers are familiar with walkforward

testing.  But not so many are aware that ordinary walkforward

algorithms are often insufficient for correct validation of trading

system candidates and can produce dangerously optimistic results for

subtle reasons.  You will learn how to embed one walkforward

algorithm inside a second layer of walkforward, or perhaps embed a

layer of cross validation inside a walkforward analysis.  This

‘validation-within-validation’ scenario is often not only the best way

to test a trading system, but the only truly correct way.

! You will learn how estimate the range of possible future profits that

your system can be expected to produce.  If you discover that your

system has almost certain future profitability, but there is a high

probability that this profit will be small relative to the risk incurred,

you will know that your system is not yet ready to be traded.

! You will learn how to estimate the probability of catastrophic

drawdown, even when your system is operating ‘correctly’.

! You will learn about rigorous statistical testing algorithms that are

resistant to the occasional large wins and losses that invalidate many

‘traditional’ validation algorithms.



12 Introduction

! Many trading system developers prefer to use the ‘spaghetti-on-the-

wall’ approach to trading system development.  Although frequently

scorned, this is actually a legitimate approach, as long as it is done

intelligently.  You will learn how to determine if the ‘best’ of

numerous competing systems is truly worthwhile.

What’s Not In This Book

! This book is not “An Introduction to Statistics for Market Traders”

type of book.  It is assumed that the reader is already familiar with

concepts like mean and standard deviation, normal distribution, p-

values from hypothesis tests, and so forth.  Nothing more advanced

than these concepts is required; the advanced statistical techniques

presented here are built up from basic ideas that anyone who’s passed

Statistics 101 or even a good Statistics for Psychology course can

handle.  But if you have no idea what a standard deviation is, you will

find this book rough going.

! This is also not “An Introduction to Trading Financial Markets” book. 

It is assumed that you know the meaning of terms like opening and

closing a trade, long and short positions, and mean return per trade. 

If you are totally new to trading financial markets, you need to study

background material before tackling this book.

! You will find little or nothing in the way of actual, proven trading

systems here.  Those are a dime a dozen, and usually worth the price. 

But if you have your own idea for a trading system, you will learn

how to implement, test, and tweak it so as to maximize its profit

potential.

! You will find no top-secret super-duper sure-fire indicators in this

book.  The few indicators presented are either common sense or

widely available in the public domain.  But if you have your own ideas

for indicators, you will learn how to maximize their utility.



Introduction 13

About Trading Systems

As different testing procedures are presented in this text, they will

necessarily be demonstrated in the context of various trading systems. 

Please note the following items of interest:

! I am not endorsing any of these systems as money-makers.  Rather, I

am keeping the systems as simple as possible so that the focus can be

on their testing, not on their practical utility.  This book assumes that

the reader has his or her own ideas for trading systems;  the goal here

is to provide advanced statistical methods for tweaking and rigorously

testing existing systems.

! All of the trading systems used for demonstrations assume that we are

working with day bars, but this is never a requirement.  Bars can be

any length, from a fraction of a second to months.  In fact, most

demonstrations use only the open or close of each bar, so applying

these algorithms to trading tick data is feasible as well.  Days bars are

simply most convenient, and test data is most readily available as day

bars.

! Most of the demonstration systems open and close trades on the close

of a bar.  Naturally, in real life this is difficult or impossible; a more

fair and conservative approach is to make a trade decision on the close

of a bar and open or close the trade at the open of the next bar.  But

that would add needless confusion to the algorithms shown here. 

Remember, our goal is to present statistical algorithms in the most

straightforward context, keeping the spotlight on the statistical test. 

In most cases, small modifications to the implementation do not

materially change the results of rigorous statistical tests.

! In these tests, trade costs (slippage and commissions) are deliberately

omitted, again to keep the focus on the statistical test without added

confusion.  The supplied code and accompanying description make

clear how trade cost can be incorporated into the computation if

desired.
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Market Prices and Returns

Most equity markets cover a wide range of prices, perhaps beginning their

life trading at a few dollars a share, and trading today at hundreds or

thousands of dollars a share after split adjustment.  When we compute the

return of a trade, we don’t dare just subtract prices at the open and close

of a trade.  A $1 move from $1 to $2 is enormous, while a move from $150

to $151 is almost trivial.  Thus, many people compute percent moves,

dividing the price change by the starting price and multiplying by 100. 

This solves the scale problem, and it is intuitive.  Unfortunately, it has a

problem that makes it a poor method in many statistical analyses.

The problem with percent moves is that they are not symmetric.  If we

make 10 percent on a trade, and then lose 10 percent on the next trade, we

are not back where we started.  If we score a move from 100 to 110, but

then lose 10 percent of 110, we are at 99.  This might not seem serious, but

if we look at it from a different direction we see why it can be a major

problem.  Suppose we have a long trade in which the market moves from

100 to 110, and our next trade moves back from 110 to 100.  Our net equity

change is zero.  Yet we have recorded a gain of 10 percent, followed by a

loss of 9.1 percent, for a net gain of almost one percent!  If we are recording

a string of trade returns for statistical analysis, these errors will add up

fast, with the result that a completely worthless trading system can show

an impressive net gain!  This will invalidate almost any performance test.

There is a simple solution which is used by professional developers and

which I will use throughout this book: convert all prices to the log of the

price, and compute trade returns as the difference of these logs.  This

solves all of the problems.  For example, a trade that captures a market

move from 10 to 11 is 2.39789–2.30258=0.09531, and a trade that scores a

move from 100 to 110 is 4.70048–4.60517=0.09531.  If a trade moves us back

from 110 to 100, we lose 0.09531 for a net gain of zero.  Perfect.

A nice side benefit of this method is that smallish log price changes, times

100, are nearly equal to the percent change.  For example, moving from 100

to 101, a 1 percent change, compares to 100*(4.61512–4.605)=0.995.  Even

the 10 percent move seen above maps to 9.531 percent.  For this reason, we

will treat returns computed from logs as approximate percent returns.
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Two Types of Automated Trading Systems

Originally, all forms of automated market trading were what might be

called algorithmic or rule-based.  The system developer comes up with a set

of rigorously defined rules which guided the opening and closing of

positions.  The rules might state that if some combination of conditions

becomes true, one would open a long position, and hold that position until

some other combination of conditions becomes true.  One classic chestnut

of algorithmic trading is a moving-average crossover system.  One

computes short-term and a long-term moving averages, takes a long

position if the short-term MA is above the long-term MA, and takes a short

position otherwise.  Training this primitive trading system is performed by

finding the short-term and long-term lookbacks which provide optimal

performance on a historical dataset.  Algorithmic systems, many involving

dozens of conditions, are still in widespread use today.

In more recent times, many developers (including myself) have formed the

opinion that model-based systems are more powerful, despite their common

disadvantage that they frequently involve blind trust in black-boxes whose

inner workings are largely unfathomable.  In model-based automated

trading we compute one or more (usually many more) indicators which are

variables that look backward in time and measure market characteristics. 

These might include trend, volatility, short-term cyclic behavior, and so

forth.  We also compute a target variable which looks into the future and

describes near-term market behavior.  Targets might be things like the size

and direction of market movement over the next bar or few bars.  A target

might also be a binary flag which tells us whether the market first touches

a predefined profit goal before touching a protective stop.  We then train

a predictive model to estimate the value of the target variable, given the

values of the indicator variables.  In order to trade this system, we present

the trained model with current values of the indicators and consider the

model’s prediction.  If the prediction is strong enough (indicating

confidence) we take a market position in accord with the predicted move. 

The advantage of model-based trading over rule-based algorithmic trading

is that we can take advantage of the many recent developments in the field

of artificial intelligence, letting sophisticated programs running on

powerful computers discover trading systems that are perhaps so complex
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or obscure that no human could possibly hope to discover and program in

explicit rules.  Of course, this comes at a high price: we often have no idea

exactly what ‘rules’ the model has discovered, and we must accept the

model’s decisions on blind faith.

Because both styles of trading system development are in widespread use

tody, this text will cater to both schools of thought.  Unavoidably, there are

a few statistical tests presented here which are applicable to only one or the

other.  But an attempt is always made to design testing procedures that can

be used by practitioners in either style.

The Agony of Believing the Computer

For many people, especially seasoned seat-of-the-pants traders, the most

difficult part of moving toward automated trading is accepting the trade

decisions of a computer when they conflict with your gut, not to mention

your many years of successful trading.  I’ll give one specific example from

my own personal experience.  I had developed on contract a short-term

intraday trading system.  My extremely thorough, rigorous statistical

testing of the system showed unequivocally that its profits were

maximized when it was operated by taking numerous small profits while

running the risk of occasional large losses (a very loose protective stop). 

This grated on the trader responsible for calling signaled trades onto the

floor.  He constantly bombarded me with his mantra of, “Cut your losses

and let your wins run.”  That’s a truism for some trading styles, but not for

this particular system.  He couldn’t help himself; he kept overruling the

computer’s trade decisions.  The system would call for a winning trade to

be closed, but he would keep it open, hoping for an even larger gain.  Or

the market would move against an open position and he would close it out

for a small loss long before the system’s stop was hit.  He kept telling me

how much money would have been lost if he had let it keep sliding instead

of cutting the loss early.  The fact that the computer simulation that ran in

parallel made a lot of money, while his modified version made much less,

had no impact on his opinion.  He’d been a successful discretionary trader

for many years, he knew how to trade, and no #$%^ computer was going

to tell him otherwise.  Our relationship never succeeded.  The moral of the

story: forget automated trading if you don’t have the guts to believe in it.
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Figure 1.1: Equity curve of random system with 1 percent edge

Future Leak is More Dangerous Than You May Think

FutureLeak is the illegal leakage of future knowledge into a testing

procedure.  It happens in the development and testing of a trading system

when some aspect of future market behavior finds its way into a

simulation of how a trading system will perform in real life.  Since we will

obviously not know the future when we are trading our system, this

leakage results in optimistic performance estimates.

More than once I have been amazed at how casually otherwise serious

system developers take this form of cheating.  I have had intelligent,

educated developers patiently explain to me that yes, they do understand

that some small degree of future knowledge took part in their performance

simulation.  But then they go to great pains to explain how this

‘unavoidable’ leakage is so tiny that it is insignificant and could not

possibly impact their results to any material degree.  Little do they know. 

This is why a recurring focus of this text is methods for avoiding even the

tiniest touch of future leak.  In my early years of system development, I

was often amazed at how subtle this leakage can be.

Just to pound the point home, Figure 1.1 below shows the equity curve of

a nearly random Win1 / Lose 1 trading system with just a one percent

winning edge.  This curve, which would be on average flat if it were truly

random (worthless), is quite respectable from just this tiny edge.  Future

leak is far deadlier than you imagine.  Take it seriously.
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(1.1)

The Percent Wins Fallacy

There is a simple mathematical formula, essential to trading system

development and evaluation, that seems to be difficult for many people to

accept on a gut level, even if they understand it intellectually.  See

Equation (1.1) below.

This formula says that the expect return on a trade (the return that we

would obtain on average, if this situation were repeated many times)

equals the amount we would win times the probability of winning, minus

the amount that we would lose times the probability that we will lose.

It’s easy to accept that if we flip a fair coin, winning a dollar if we get heads

and losing a dollar if we get tails, our expected return is zero; if we were

to repeat the coin toss many times, over the long term our average return

per coin toss is zero.  It’s also easy to accept that if the coin is fair and we

win two dollars but lose only one dollar, we are in an enviable position.

Now think about trading a market that is a true random walk; among other

properties, the changes from one bar to the next are all independent of one

another and have zero mean. It is impossible to develop a trading system

that has anything other than zero expectation (ignoring transaction costs,

of course).  But we can easily shift the expected size of wins and losses, as

well as their frequencies.

For example, suppose we open a long position and set a profit target 1

point above the entry price, and set a stop loss exit 9 points below the

entry.  Every time we experience a loss, it will be painfully large, 9 times

what we win.  But if we execute a large number of such trades on our

hypothetical random market, we will find that we win 9 times more often

than we lose.  We win 9/10 of the time.  By Equation (1.1) above, our

expected return per trade is still zero.  The takeaway here is that win/loss

sizes and probabilities are inextricably related.  If someone brags about

how often their trading system wins, ask them about the size of their wins

and losses.  And if they brag about how huge their wins are compared to

their losses, ask them how often they win.  Neither exists in isolation.


	Contents
	Introduction
	The Target Audience, and Overview of Contents
	What’s In This Book
	What’s Not In This Book

	About Trading Systems
	Market Prices and Returns
	Two Types of Automated Trading Systems
	The Agony of Believing the Computer
	Future Leak is More Dangerous Than You May Think
	The Percent Wins Fallacy



