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Abstract—Voice Browsing can be defined as a browser 

which is using speech to navigate an application. These 

applications might be written using several parts of the Speech 
Interface Framework. W3C considers voice access to be one 

piece of more general "multimodal" access, where users can 

use combinations of means to interact: voice input, speech 

feedback, electronic ink, touch input, and physical gestures 

(such as those used in some video games).  

Presently voice browser is available for very small set of 

domain like mobile applications, simple instruction etc. There 

are huge scopes of work for voice browser like support desks, 
order tracking , automated telephone ordering services, airline 

arrival and departure information, cinema and theater booking 

services etc. This papers presents concept of voice browsers 

with some of the technologies which can be used for 

development of voice browser. 
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I.  INTRODUCTION 

Need of browser can be described as a browser which is 
using speech base interface. Visual browser are very common 
these days. Visual browser is not always practical, especially 
for the visually impaired persons. In the voice browsers, the 
command input and the delivery of web contents are entirely in 
voice. [1] 

II. TECHNOLOGIES 

For development of Voice browser framework, lots of 
technologies were proposed. The whole flow of application 
can be designed as following figure 

          

 

 

 

 

In the flow diagram, main component is technologies for 
voice browser which is combination of various different 
technologies. Some of these technologies are described below: 

A. VOICE INPUT DEVICE  

Voice input device are general devices which can accept 
input in form of speech. For example these might be 
Phone/PDA/Microphone. These input will later be processed 
and communicated to the next layer of framework. These 
devices also can work as output devices for the given input. 

B. VOICEXML 

A language for creating audio dialogs that feature 
synthesized speech, digitized audio, recognition of spoken and 
DTMF key input, recording of spoken input, telephony, and 
mixed initiative conversations. Some of its versions are: 

• VoiceXML 1.0: designed for creating audio dialogs.  

• VoiceXML 2.0: uses form interpretation algorithm (FIA).  

•  VoiceXML 2.1: 8 additional elements.  

• Voice XML 3.0: relationship between semantics and 

syntax.[7] 

C. SPEECH RECOGNITION GRAMMAR 

Specification (SRGS) 1.0 : A document language that can 
be used by developers to specify the words and patterns of 
words to be listened for by a speech recognizer or other 
grammar processor.[7] 

D. SPEECH SYNTHESIS MARKUP LANGUAGE 

A markup language for rendering a combination of 
prerecorded speech, synthetic speech, and music. Some of its 
versions are: 

• Speech Synthesis Markup Language (SSML) 1.0 

• Speech Synthesis Markup Language (SSML) 1.1[7] 

E. AUTOMATED SPEECH RECOGNITION (ASR) 

The speech recognition component is responsible for 
managing the associated application grammars and 
recognition state, and processing the spoken utterances, 
attempting to recognize the spoken utterances to a set of 
known valid inputs, which drive the flow and logic of the 
application.[9] 

F. TEXT TO SPEECH  (TTS) 

The text-to-speech component is responsible for turning 
textual output into synthesized audio that can be played back 
to the user as if it was spoken by a human. Text-to-speech is 

Client Side APIs, Telephony APIs, 

Natural Language Interpreter 
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useful when dynamic content does not lend itself to pre-
recording.[9] 

VoiceXML Interpreter can be explained as the module  
used to retrieve VoiceXML pages from Internet for parsing 
and execution. The lower layer APIs such as speech 
recognition API, Prompt API, or Telephony API were called 
to complete the execution.  

They also explained JAVAScript Interpreter, Speech 
Recognition API, Prompt API , and Telephony API. This API 
set defines the interface between the VoiceXML interpreter 
and the Telephony interface. When telephony related function 
such as waiting for call, disconnecting a call, recording a voice 
file are required, the interpreter calls the Telephony API to 
complete this job.[3] 

Some of the related technologies can be discussed as 
follows 

i. VoiceXML: a language for creating audio dialogs that 
feature synthesized speech, digitized audio, recognition of 
spoken and DTMF key input, recording of spoken input, 
telephony, and mixed initiative conversations. Some of its 
versions are: 

• VoiceXML 1.0: designed for creating audio dialogs.  

• VoiceXML 2.0: uses form interpretation algorithm (FIA).  

• VoiceXML 2.1: 8 additional elements.  

• Voice XML 3.0: relationship between semantics and 
syntax. 

ii. Speech Recognition Grammar Specification (SRGS) 
1.0: a document language that can be used by developers to 
specify the words and patterns of words to be listened for by a 
speech recognizer or other grammar processor. 

iii. Speech Synthesis Markup Language (SSML):  a 
markup language for rendering a combination of prerecorded 
speech, synthetic speech, and music. Some of its versions are:  

• Speech Synthesis Markup Language (SSML) 1.0 

• Speech Synthesis Markup Language (SSML) 1.1.[7] 

III. CONCLUSION  

This paper presented general overview of voice browser. 
The paper presents various technologies which are useful for 
development of voice browser. Even after a huge need of 
voice browser in social and business aspects still the voice 
browsers are not very common in use. Still the work is going 
on for betterment of these technologies. 
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