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Abstract- Face recognition is the hot research topic from last 

few years but still it has become so difficult and large 

problem. The face recognition is the modulus operandi that 

human performs in their daily lives. The main challenges 

faced by the researchers are variation caused due to different 

expression and pose. Face recognition is the process of 

identification of a person by their facial image. This 

technique makes it possible to use their facial image of 

person to authenticate him into a secure system. 
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I. INTRODUCTION 

The identification of a person by their facial image can be 

done in a number of different ways such as by capturing an 

image of the face in the visible spectrum using an 

inexpensive camera or by using the infrared patterns 

of facial heat emission. Using wide assortment of cameras, 

the visible light systems extract features from the captured 

image that do not change over time while avoiding 

superficial features such as facial expressions or hair. 

Several approaches to modeling facial images in the visible 

spectrum are Principal Component Analysis.  

Some of the challenges of facial recognition in the visual 

spectrum include reducing impact of variable lighting and 

detecting a mask or photograph. Some facial recognition 

systems may require a stationary or posed user in order to 

capture the image, though many systems use real time- 

process to detect a person’s head and locate the face 

automatically. Major benefits o facial recognition is that it is 

non-intrusive, hands-free, and continuous and accepted by 

most users.    

A general statement regarding the problem of machine 

recognition of faces can be formulated as follows: given still 

or video images of a scene, identify or verify one or more 

persons in the scene using a stored database of faces [1]. To 

address this given problem, a general procedure can be 

established by face detection, feature extraction, and 

recognition. Face detection is used to separate face-like 

objects from cluttered scenes. To be recognized, faces are 

usually represented in terms of vectors in a lower 

dimensional feature space extracted from the images [2]. 

Once the face features are available, the recognition step is 

based on the establishment of a similarity between feature 

vectors. Such a relation between two vectors of a known and 

an unknown identity is normally carried out by means of a 

similarity score. 

II. SYSTEM ARCHITECTURE 

Over the last two decades, research has focused on how to 

make face recognition systems fully automatic by dealing 

with problems such as localization of a face in a given 

image or video sequence and extraction of features such as 

eyes, mouth, etc. Meanwhile, significant advances have 

been made in the design of classifiers [3]. A face 

recognition system generally consists of four modules as 

depicted in Fig. 1 detection, alignment, feature extraction, 

and matching, where localization and normalization (face 

detection and alignment) are processing steps before face 

recognition (facial feature extraction and matching) is 

performed[4]. 

 

Fig.1: A typical face recognition system architecture. 

Face detection segments the face areas from the background 

by coarse estimating its location and scale in a given scene. 

In the case of video, the detected faces may also need to be 

tracked using a face tracking component [3]. The purpose of 

the face alignment is to refine the location and to normalize 

the faces provided by the face detection. Facial components, 

such as eyes, nose, mouth and facial outline, are prior 

located. Based on their positions, the input face image is 

normalized with respect to geometrical properties, such as 

size and pose, using geometrical transforms or morphing. 

The face is usually further normalized with respect to 

photometrical properties such as illumination and gray scale 

[5]. Subsequent to the alignment step, the feature extraction 

is performed on this stable representation to provide 

effective information that is useful for distinguishing among 

faces of different persons [6]. Afterwards, on the face 

matching stage, the extracted feature vector of the input face 

is matched (similarity measurement) against those of 

enrolled faces in the database to determine the identity of 

the face when a match has sufficient confidence or to 
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indicate that the face is unknown otherwise [7]. Face 

localization and normalization are the basis for extracting 

effective features to represent the face pattern. They play a 

crucial role in how efficient the classification methods will 

distinguish between faces. Some other attributes that may 

classify face recognition systems consider its operational 

scenario. Within the possibilities significant differences 

exist. They are in terms of static images or video-based, 

image quality, amount of background clutter, variability of 

the images of a particular individual that must be 

recognized, matching criterion, and the nature, type, and 

amount of input from a user. 

III. DIFFERENT ALGORITHM FOR FACE RECOGNITION 

Popular recognition algorithms are: 

 Face Recognition using Principal Component 

Analysis with eigen faces 

 Face Recognition using Linear Discriminant 

Analysis (LDA) 

 Face Recognition using Elastic Bunch Graph 

Matching (EGBM) fisher face 

 Face Recognition using Hidden Markov model 

 Face Recognition using Neuronal motivated 

dynamic link matching 

 Face Recognition using Skin texture analysis based 

on unique lines, patterns, and spots apparent in a 

person’s skin 

IV. DISCUSSIONS 

Faces are usually represented by digital images whose 

dimension m×n related to the number of pixels is a high 

number even for small images. Methods which operate in 

this pure representation have a number of potential 

shortcomings, most of them related to the well-known curse 

of dimensionality. However, much of the surface of a face is 

smooth and has regular texture, which means that the value 

of a pixel is typically highly correlated with the values of its 

neighbors. Moreover, faces constraints such as symmetry 

can be also considered somehow a kind of redundancy in its 

representation [8].  

The sensing of faces represented as high-dimensional arrays 

of pixels often belongs to a manifold of lower dimension. 

As a consequence, face recognition and computer vision 

research in general has shown increasingly interest in 

techniques that take advantage of this observation and apply 

algebraic and statistical tools to extract and analyze such 

manifolds. The features in these manifolds (i.e., subspaces) 

provide more prominent and richer information for 

recognition than the raw image. The use of subspace 

modeling techniques has significantly advanced face 

recognition technology [9]. 

To deal with the dimensionality problem, the approach used 

is Eigen Face approach (PCA) using Gabor Wavelets and 

Support vector Machine (SVM). 

V. CONCLUSIONS & FUTURE SCOPE 

Eigen faces approach is used to analyse the face and non-

face images. The eigen faces are formed using PCA. PCA 

can significantly reduce the dimensionality of the original 

feature without loss of much information in the sense of 

representation, but it may lose important information for 

discrimination between different classes. So for increase 

performance in future works additional methods such as 

combination of PCA and LDA can be applied also 

recognition time can be reduced using it.  Instead of Gabor 

filter and SVM the ANN network can also be applied for 

analysing the eigen faces. 
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