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Abstract- The challenging issues in grid computing are to 

design efficient and reliable task scheduling algorithm for 

efficient utilization of grid computing. Grid approach provides 
the ability to access, utilize, and manage variety of 

heterogeneous resources in virtual organizations. Grid differs 

from normal distributed computing by the way of resource 

sharing and monitoring.Job scheduling is an important task of 

a grid computing system.In this paper we proposing a new 

Improved Prioritized Deadline (IPD) based scheduling 

algorithm for effective job scheduling with deadline 

constraints. Performance comparison of the algorithm has 

been done with the other task scheduling algorithms such as 

Earliest Deadline First (EDF) and Round Robin Scheduling 

algorithm(RRS).The proposed algorithm has more processing 
power of the resources while in job scheduling and shows a 

good results with respect to the number of job. 
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I. INTRODUCTION 
Grid is a collection of different nodes where in all of them 

contribute any combination of resources. The basic idea of 

Grid Computing is to create a large and powerful virtual 

computer which is a collection of heterogeneous distributed 

environment. Job Scheduling is used to choose the most 

suitable resource for a job  to be considered.(i) The job 

scheduling system is responsible to select best suitable 

machines in a grid for user jobs.(ii) The management and 

scheduling system generates job schedules for each machine 

in the grid by taking static restrictions and dynamic parameters 

of jobs and machines. 

In recent years, the researchers have proposed several efficient 
job scheduling algorithms that are used in grid computing to 

allocate grid resources with a special emphasis on job 

scheduling [4].Usually Improved Prioritized Deadline 

algorithm (IPD) It has considered the task deadline constraint 

associated with the task for its execution.  Many grid users are 

highly interested in the timely execution of the tasks under the 

given deadline constraints.   Most of the existing scheduling 

algorithms have not considered deadline perspective for task 

execution. To evaluate the performance of the scheduling 

algorithms we have used synthetic workload traces. 

There are three main job scheduling[1] in a grid. Phase one is 
a resource discovery, which in turn generates a record 

involving initial resources. Level two consists of accumulate 

the resources as well as selecting most effective set to the 

application elements. During the last level the task will be 

executed 

II. JOB SCHEDULING 
Job Scheduling are types of applications responsible for the 

management of jobs, such as allocating resources needed for 

any specific job, partitioning of jobs to schedule parallel 

execution of tasks, data management, event correlation, and 

service-level management capabilities. These job 

scheduling[1] form a hierarchical structure, with meta-

schedulers that form the root and other lower level schedulers 

while providing specific scheduling capabilities that form the 

leaves. These schedulers may be constructed with a local 

scheduler implementation approach for specific job execution, 

or another meta-scheduler or a cluster scheduler for parallel 
executions. The jobs submitted to Grid Computing schedulers 

are evaluated based on their service-level requirements, and 

then allocated to the resources for execution. This will involve 

complex workflow management and data movement activities 

to occur on a regular basis. 

The job scheduling system is responsible to select best suitable 

machines in a grid[5] for user jobs. The management and 

scheduling system generates job schedules for each machine 

in the grid by taking static restrictions and dynamic parameters 

of jobs and machines. The various types of Scheduling 

Infrastructures in Grid Computing are: 

  Centralized 

   Hierarchical 

  Decentralized 

Centralized defines a Single job scheduler on one instance. 

Hierarchical defines two job schedulers, global and local 

level. Decentralized means no central instance, distributed 

schedulers interact and perform scheduling. Centralized 

Scheduling is divided into two types. 

III. RELATED WORK 

A   dynamically schedules the tasks without requiring any 
prior information on the workload of incoming jobs. This 

approach models the grid system in the form of a diagrams 

such as state transition, employing a prioritized  IPD 

algorithm with task replication[2] to optimally schedule tasks, 

using prediction information on resource utilization of 

individual nodes. Simulations, comparing the proposed 
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method with the round-robin  and earliest deadline first have 

exposed the heuristic to be more effective in scheduling tasks 

as compared to the later. Some jobs require a large amount of 

data to be processed and it may not always reside on the 

machine running the job. The bandwidth available for such 

communications can often be a critical resource that can limit 
utilization of the grid. 

It has been proved that the scheduling problem is an NP 

complete problem. The mapping criteria are mainly classified 

into two modes which are online mode and batch mode. In the 

online mode a task is mapped to the resource as soon as it 

arrives at the scheduler on the other hand in the batch mode 

mapping, a set of tasks is made called the meta-task. Mapping 

of meta-task is performed at prescheduled times called 

mapping event [5]. Many algorithms have been proposed by 

various researchers to schedule the tasks in grid environment. 

The selection of the algorithm for scheduling the tasks in grid 

environment is the most critical due to performance major of 
the grid. 

The selection also depends on the type of the tasks, number of 

resources and other constraints like the deadline[4] of the task, 

processing speed of the processing element, bandwidth of the 

communication network. Based on these constraints suitable     

algorithm is used for scheduling the tasks. The various 

Performance metrics are used to evaluate the results of one 

algorithm with other existing algorithms like, makespan, 

tardiness, resource utilization, response time and many more 

depending upon the scenarios for which the algorithm have 

been designed. 
Input: A set of R task and N number of  

processor with computational capacity Pj  

 

Output: A Schedule of R tasks  

 

1. Construct a set of queues  

2. q_size < R/N  

3. While tasks present in queue do,  

4. Assign demand rate of the task Xi  

5. k=P/R  

6. If Di < v  

7. Assign Di to ith task as fair rate  
8. Else 

9. Assign v to ith task as fair rate  

10. Calculate fair completion time t(D)  

11. End while  

12. End loop  

13. Arrange the task in increasing order based on their t(D) and 

submitted to processor  

14. Calculate mean waiting time each scheduled task  

15. If ZXY >0  

16. Every processor having small amount capacity is selected 

for relocation.  
17. End If  

18. End While. 

The scheduling algorithms do not adequately address 

congestion, and they do not take fairness considerations into 

account. Fairness is needed for proper scheduling of jobs. In 

Job Scheduling, the jobs are allocated to multiple processors 

so that the tasks with unsatisfied demand get equal      shares 
of time. The completion time of the jobs is used to determine 

scheduling queue of the jobs. The evaluation of completion 

time of the job is done by task rate using a max min fair 

sharing algorithm.  

The job is allotted to processor in accordance with growing 

degree of completion time. In scheduling algorithm[3], higher 

order tasks are completed first which means that tasks are 

taken a higher priority than the others which leads to 

starvation that increases the completion time of tasks and load 

balance is not guaranteed. To overcome this we put forward 

Improved Prioritized Deadline algorithm (IPD) algorithm to 

provide the resources so that all jobs are uniformly assigned to 
processor depending on balanced fair rates. The main aim of 

this algorithm is to reduce the overall time required to 

complete the processing. 

IV. PROPOSED JOB SCHEDULING 

Improved Prioritized Deadline (IPD) based scheduling 

algorithm  is proposed in this paper. The proposed algorithm 

is an improved version of the Prioritized Deadline based 

Scheduling Algorithm (PDSA). In the system design the 

resources are ranked according to their total processing power, 

i.e., the product of the number of the processing elements and 

the processing power of each element. The processing speed 
of each processing element in one resource is same. The 

allocation of the resources to the tasks[2] is based on the time 

delay which is the difference between the deadline of the task 

and the expected computation time of the task. Further, the list 

of resources is maintained for the allocation of the queued 

task[2] based on their requirements. After making the list of 

the resources which are suitable for the task.   The selection of 

the resource is done on the basis of the processing speed of the 

resource. The highest priority is assigned to the resource with 

the highest processing speed for the faster execution of task. 

Let us assume Ti is the ith task, n is the number of tasks, ai is 

the arrival time of task I, di is deadline of task I, ETi is the 
expected execution time of task i, TDi is the time delay of task 

i, TRi is the tardiness of task I, Avg_TR is the average tardiness 

of the schedule and fi is the finish time of the task i;Time 

Delay is referred as the difference between the deadline of the 

task and the expected execution time of the task as defined in 

Eq-1. 

TDi   d i   
ETi……………………………… (1) 
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Tardiness refers to the time delay between the finishing time 

of task and the deadline of the task as defined in Eq-2. 

TRi   d i  

FTi…………………………….. (2) 

Total Tardiness is the sum of the tardiness of the each task 

which did not get executed under the provided deadline. The 

average Tardiness is defined in Eq-3. 

 TRi 

Avg _ TR  i 1                n 

                                 ………………….(3) 

The number of non delayed tasks is the total number of tasks 

whose finishing time was less than the deadline of the task, 

i.e., which finished inside the deadline given to them. The 

expected completion time is calculated as the mean of the 

completion time for the task at every resource. 

 Ti, arrival time ai, expected execution time ETi, computational 

length CLi, deadline di and number of processors NPi required. 

Then we compute the value of the time delay TDi for each 
task by using Eq. (1).  

The tasks in the ready queue are arranged in the ascending 

order based on the computed time delay (task with minimum 

time delay will be given priority) of the tasks. If the two tasks 

have a same computing delay, then the Improved Prioritized 

Deadline (IPD) based scheduling algorithm task will ordered 

on the basis of the first come first serve method in the ready 

queue. The tasks[2] are executed according to the suitable 

processors for the task.  

Then from that list we select the resource having the best 

processing speed. The task is then executed on that resource 
for the time depending on its computational length and the 

processing speed of the resource. The finishing time fi of the 

task is calculated and the tardiness TRi is calculated using Eq. 

(2). If there is no tardiness for that task then the number of 

non-delayed tasks is incremented. When all the tasks in the 

ready queue are finished then we calculate the average 

tardiness Avg_TR using Eq. (3). The flowchart of the proposed 

algorithm. 

The proposed scheduling algorithm is compared with 

Prioritized Deadline Based Scheduling Algorithm (PDSA) and 

Earliest Deadline First (EDF). The PDSA algorithm is used in 

[12] is for the task that requires a single processing element 
for execution. Here we are further extending it and using it for 

the tasks requiring more than one processing element in 

heterogeneous environments. In addition to this, the proposed 

algorithm considers the processing speed of the 

 

 

 

  

V. RESULT AND DISCUSSION 

 

(a).Average Waiting Time 

 

Improved Prioritized Deadline (IPD) based scheduling 

algorithm   executes the job with the closest deadline time 
delay in the cyclic manner using a dynamic time quantum. 

Based on our algorithm perform the allocation for a single 

processor based on the deadline[2] criteria dependent on the 

minimum time delay of job execution, turnaround time, 

waiting time and maximum tardiness. 

The performance metrics for the scheduling algorithms is 

based on the average tardiness and the percentage of non-

delayed tasks. In the deadline based system, our main 

emphasis is to make as much as tasks to be completed inside 

their deadline. So these two performance metrics give us the 

clear idea of the performance   algorithms  for these types of 

systems where the deadline of the task is the main constraint. 
The comparison of the proposed algorithm with other 

algorithms is described below using the performance metrics. 

 

Table 1: Average Tardiness for Scheduling Algorithms 

(in Seconds) 

NO. OF TASKS EDF PDSA IPD 

    

1000 783.22 783.22 106.59 

    

2000 612.34 496.32 83.23 

    

3000 751.35 458.37 110.52 
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VI. CONCLUSION 

In this paper, a scheduling algorithm for executing jobs on 

grid systems is proposed. Just like real-life scenarios, we have 

considered the dynamic arrival of jobs as well as the deadline 

requirement of each job to be processed. The experiment has 

been performed by varying workload   by increasing jobs from  
100 to 1000 in a scalable manner. The result has shown 

maintained performance under dynamic environment. Based 

on the comparative performance analysis IPD has shown the 

best performance as compared to  RRS, FCFS  scheduling 

algorithm under variable and scalable workload.We have 

developed a new simulator using Java language to facilitate 

this research.Various possible input patterns were 

experimented with all the CPU scheduling algorithms. We can 

say   that IPD is a scheduling policy from the system point of 

view, it satisfies the system requirements (i.e. short Average 

Waiting Time and short Turnaround Time) and also supports 

scalability under heavy workload. In the future, we will 
evaluate and propose a computational scheduling algorithm on 

the grid based on multiple processors and perform detailed 

comparative performance analysis with other scheduling 

approaches. 
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