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Abstract: Diabetes mellitus (DM) is defined as a group of 

metabolic disorders exerting significant pressure on human 

health worldwide. Various computerized information systems 

were outlined utilizing diverse classifiers for anticipating and 

diagnosing diabetes mellitus. Machine learning based 

classification algorithms helps in diagnosing the symptoms at 

early stages by prior diagnosing of symptoms and taking 

according to medications to it. Combining of genetic 

algorithm with the random forest classifier can optimize the 

results obtained only by the random forest classifier. In this 

proposed system, genetically optimized random forest 

classifier is used for the classification of Diabetes Mellitus. 
Here a Genetic algorithm is used in the first stage for 

optimizing random forest, and the optimized outputs are fed 

into the fine-grained random forest to diagnose the symptoms 

of Diabetes Mellitus. In this analysis, the proposal of hybrid 

optimized random forest classifier (GA-ORF) with a genetic 

algorithm is made. In this evaluation was on the various 

performance metrics of classifiers, GA-ORF has achieved 

accuracy higher than of the previously proposed classifiers for 

diabetes mellitus.  

Keywords: Classifier, Genetic Algorithm, Performance 

Metrics.   

 

I. INTRODUCTION:  

Class decomposition is defined as the process of breaking 

down the huge dataset into a number of subsets by applying 

clustering to the attributes present in the dataset that belong 

from time to time. Let D={D1, D2, D3,…..Dn) be a dataset 

which contains records, that contain various attribute values. 

The dataset is decomposed based upon the condition ‘C’ by 

clustering; the dataset D is decomposed as Dc, containing 

multiple classes of attribute values. Class decomposition [1] 
can be seen back in 2003 where the decomposition takes by 

clustering technique employed in classes of attributes. In order 

to apply the clustering to a medical database, first the data has 

to be preprocessed for supervised learning, it takes two stages 
for data preprocessing. First stage [2] applies to only the 

positive classes of the datasets and the second stage [3] 

comprises of generalizing the decomposition to negative and 

positive classes respectively. Even the diversification of the 

dataset came from the processes, can increase the performance 

further, however, class decomposition must have proper 

parameters set. The random forest comes with its own 

parameter setting such as a number of trees and number of 

features. Realizing that  the parameter setting of the random 

forest has a greater influence on optimizing the random forest 

is an optimization problem. Genetic Algorithm is superior to 

the random forest classifiers containing parameter like local 

optima. The motive of the genetic algorithm is to detect the 
original subclasses of the random forest classifier. Ensemble 

on the subclasses of the random forest classifier provides an 

optimal and separability of classes. 

 

II. RELATED WORK:  

Random forest is considered as a superior of all classifiers, 

considered as some state-of-the art enable methods [4] [5], 

various comparisons has identified that random forest 

classifier is superlative [6] including gradient boosting trees. 

Random forest adopts models such as data replicas and 

bootstrap sampling called bagging [7]. The random forest has 
two main parameters such as a number of trees and number of 

features as discussed earlier. By default, the number of trees is 

set between 100 to 500 and number of features as log2 (n). 

Random forest extension has been proposed in [8]. Various 

problems of random forest haven been identified in [9] such as 

over sampling, under sampling and sensitivity. Most recently 

random forest has vision on machine learning for 

classification tasks [10] [11] [12]. Genetic algorithms 

envisioned in recent times for hard optimization problems [13] 

[14] [15]. It starts with providing the solution for each 

individual by a chromosome, and then each chromosome is 

evaluated on the fitness. The fitness is used to make the 
chromosome to survive in the entire population. Two basic 

adoptions are applied, crossover and mutation are used to 

generate the randomness in the solution area. Many varieties 

of these are proposed in [16]. Class decomposition was first 

https://www.sciencedirect.com/topics/biochemistry-genetics-and-molecular-biology/metabolic-disorders
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introduced in [1] with high bias and less variance. The goal of 

the clustering process is not only clustering but also the cluster 

separation, the class decomposition is applied to a medical 

diagnosis in [2], the clustering is done by the separation of 

positive and negative classes respectively. Random forest’s 

high bias classifiers perform well when the clusters are 

remerged [1], class decomposition method using the very fast 

neural network is presented in [17]. A genetic algorithm has 

been widely used in optimizing random forest classifier in [18] 

where each chromosome is considered as a variety of trees and 

also the variable length chromosome in the solution space. 
Recently [19] have a thoroughly experimented a number of 

support vector machines and concluded that LPSVM is 

superior in diagnoses. 

 

III. PROPOSED SYSTEM 

The main objective of this system is to optimize the inputs 

of Random forest  classifier to produce an efficient result by 

genetic algorithm. The first step involves in handling missing 

values and normalizing the values in accordance with [20]. 

The detailed scenario is depicted in Fig 1. The workflow starts 

from the preprocessed data, where the data are subjected to be 

normalized, the preprocessed dataset is divided into a training 
set and a test/ validation set, the splitting is based upon the 

percentage split. The training set is given to the genetic 

algorithm where it will decompose into two classes such as 

positive and negative classes, the important parameters of 

random forest is Kvalues, ntrees and mtry, the random forest 

classifier produces number of trees according to the 

experimenter, these ntrees and mtry values are decomposed by 

class decomposition, by the way, the test/validation set is 

given to the fit random forest classifier and finally the 

optimized random forest is obtained, the obtained classifier is 

used in the prediction of Diabetes Mellitus. 

 

Fig. Optimizing RF framework 

IV MULTI CLASS DECOMPOSITION 

ALGORITHM  

Supervised multiclass classification algorithms aim at 

assigning a class label for each input example. Given a 
training data set of the form (xi, yi), where xi Rn is the ith 

example and yi 1, . . ., K is the ith class label, we aim at 

finding a learning model H such that H(xi) = yi for new unseen 

examples. The problem is simply formulated in the two-class 

case, where the labels yi are just +1 or -1 for the two classes 

involved.  

Several algorithms have been proposed to solve this 

problem in the two-class case, some of which can be naturally 

extended to the multiclass case, and some that need special 

formulations to be able to solve the latter case. The first 

category of algorithms include decision trees [5, 16], neural 

networks [3], k-Nearest Neighbor [2], Naive Bayes classifiers 

[19], and Support Vector Machines [8]. The second category 

include approaches for converting the multiclass classification 

problem into a set of binary classification problems that are 
efficiently solved using binary classifiers e.g. Support Vector 

Machines [8, 6]. Another approach tries to pose a hierarchy on 

the output space, the available classes, and performs a series 

of tests to detect the class label of new patterns. 

EXTENSIBLE ALGORITHMS 

The multiclass classification problem can be solved by 

naturally extending the binary classification technique for 

some algorithms. These include neural net- works, decision 
trees, k-Nearest Neighbor, Naive Bayes, and Support Vector 

Machines. 

Table 1:  One-per-class Coding 

Class 1 1000 

Class 2 0100 

Class 3 0010 

Class 4 0001 

 

Table 2: Distributed coding 

Class 1 00000 

Class 2 00111 

Class 3 11001 

Class 4 11110 

 

DECOMPOSING INTO BINARY CLASSIFICATION 

The multiclass classification problem can be decomposed 

into several binary classification tasks that can be solved 
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efficiently using binary classifiers. The most successful and 

widely used binary classifiers are the Support Vector Ma- 

chines [8, 6]. The idea is similar to that of using codewords for 

each class and then using a number binary classifier in solving 

several binary classification problems, whose results can 

determine the class label for new data. Several methods have 

been proposed for such a decomposition [1, 10, 11, 13]. 

ONE-VERSUS-ALL (OVA) 

The simplest approach is to reduce the problem of 

classifying among K classes into K binary problems, where each 

problem discriminates a given class from the other K 1 classes 

[18]. For this approach, we require N = K binary classifiers, 

where the kth classifier is trained with positive examples 

belonging to class k and negative examples belonging to the 

other classes. 

When testing an unknown example, the classifier 

producing the maximum output is considered the winner, and 

this class label is assigned to that example. Rifkin and Klautau 

[18] state that this approach, although simple, provides 

performance that is comparable to other more complicated 

approaches when the binary classifier is tuned well. 

ALL-VERSUS-ALL (AVA) 

In this approach, each class is compared to each other class 

[11, 12]. A binary classifier is built to discriminate between 

each pair of classes, while discarding the rest of the classes. 

This requires building K(K−1) binary classifiers. When testing a 

new example, a voting is performed among the classifiers and 

the class with the maximum number of votes wins. Results [1, 

13] show that this approach is in general better than the one-

versus-all approach. 

  Table :  ECOC example 

 f1 f2 f3 f4 f5 f6 f7 

Class 1 0 0 0 0 0 0 0 

Class 2 0 1 1 0 0 1 1 

Class 3 0 1 1 1 1 0 0 

Class 4 1 0 1 1 0 1 0 

Class 5 1 1 0 1 0 0 1 

 

V. CONCLUSION: 

An optimized random forest classifier with the genetic 
algorithm is proposed in this paper. The main idea of the 

medical diagnosis is to extract the valuable information from 

the symptoms and providing an appropriate medication in a 

lesser amount of time. The proposed system is compared with 

the existing hybrid classifiers and the results are obtained. The 

proposed GA-ORF classifier outperformed with an accuracy 

of 0.923, specificity of 0.924, the sensitivity of 0.901, and 

kappa statistics of 0.879, which are higher than the existing 

classifier approaches for Diabetes Mellitus. The future 

investigation can take done in combining other classifier 

algorithms with hybrid genetic algorithms for greater 

accuracy. 
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