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Abstract- Ensembling  techniques are now a well-
defined area in machine learning, leading towards mod- els 
that are  much  more  accurate and  robust, and  mostly 
used  in the domains  that deal  mainly  with forecasting 
tasks. Ensemble  models consist of a bunch  of standard 
and  generally  popular  models com- bined  in such a way 
that the resultant model is expected to generate much  
better results  as compared to one single model. In this 
paper,  we propose a two-tier ensemble classification model 
to combine the predictions made by various models into a 
unified model for more accurate classification. We then use 
the proposed model on a variety of datasets to evaluate its 
performance.  The results  obtained by evaluation justify 
the design decisions regarding  the learning of the 
resultant ensemble model. The results  also help to 
conclude  that the proposed  ensemble  yields significantly  
more accurate  predictions  as compared  to the individual  
models. 

Keywords Ensemble  Model · Two-Tier  · Multilevel  · 
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1 Introduction 

Figure  1 shows the diagrammatic ow of a 
classification. Initially,  data will be loaded  into the 
systems workspace and partition of data will be done 
between training and testing data. Then,  machine 
learning- based techniques come in action to train a 
model by considering  training data. In the end, the 
trained model is used to predict the accuracy  by using 
the testing data. 

Figure 2 illustrates the basic structure of an ensemble 
model (regression or classification). The example 
mentioned uses neural networks as its base classifiers, 
although  as per the definition of ensemble methods, any 
random  classifier method (e.g., random  forest,support-
vector machine,  etc.) can be used in place of the neural  
networks. Each  network in Figure  2’s ensemble  (network 
1 through network N in this  case) is trained  using the 
training  instances  for that neural  network.  Then,  for 
each instance,  the predicted output of each of these 
networks (o in Figure  2) is combined  to produce  the 
output of the ensemble  ( in Figure  2). A good number  of 
researchers  (Alpaydin, 1993; Breiman,  1996c; Krogh & 
Vedelsby,  1995; Lincoln & Skrzypek,  1989) have  
independently conducted studies and  come to the 
conclusion  that an efficient combination scheme is to 

simply average the predictions obtained from base 
classifiers. However, there are many  other possible ways 
in which the outputs from individual  networks can be 
combined  to produce  a single output. 

Ensemble  models which combine  the predictions  of 
individual  classifiers [1], [2] have  been ma jorly successful 
in generating accurate predictions for a lot of complex  
classification problems  [3], [4] . The efficient  working  of 
these  methods  is attributed to their  ability  to both  
generate  accurate  result  and correct errors across a 
number  of diverse base classifiers. It has been observed 
that in most of the cases, diversity  is the key to 
performance  of the final ensemble,  i.e., if there is 
complete agreeableness  among 

 

Fig.  1: Flowchart of a Generic Classifier 

the base classifiers, the ensemble cannot outperform 
the best base classifier, however, an ensemble lacking any 
agreeableness  among base classifiers will again have very 
thin chances of performing  well due to its weak base. 
Successful ensemble methods maintain a balance  between 
the diversity  and  accuracy  of the ensemble. 

Some of the more popular  ensemble methods like 
bagging and boosting [5], [6] are able to maintain variety 
by sampling  from or assigning  varying  importance to 
training examples  but generally  use one single type of 
base classifier to make the ensemble. However, when a 
choice of base classifier is not clear, the concept of 
homogeneous ensemblers may not be a good choice. One 
can instead opt for an ensemble from the results  
generated from a wide variety of heterogeneous base 
classifiers such as support vector machines,  neural  
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networks, and  decision trees. Two of the most popular  
heterogeneous approaches  to ensembling  include a form of 
meta-learning called stacking [7] [8] as well as ensemble 
selection [9] [10]. Stacking  involves formation  of an 
upper-level  predictive  model over the predictions  of base 
classifiers, while the technique of ensemble selection deals 
in incremental strategy to select base predictors for the 
ensemble  while maintaining a  balance  between diversity  
and  accuracy.  Due  to their ability  to utilize 
heterogeneous base  classifiers,  these approaches  have  
superior  performance  across  several  application domains  
[4]  [11]. The  knowledge  obtained from  the analysis  of 
the proposed  ensemble  model  for the classification 
problems  should have wide applicability across various 
applications of ensemble learning. 

We start by describing the datasets used and the 
ensemble methods studied (namely  ensemble selec- tion 
and stacking) in Section 2.3. This  is followed by a 
discussion of the proposed  ensemble classifier in Section 
3.2. Evaluation metrics used in this study are discussed  
in section 4 while section 5 deals with analysis of 
comparison  between standard and proposed  models on 
the basis of evaluation metrics. 

 

2 Materials  and Methods 

2.1 Datasets 

 

Fig.  2: A classifier  ensemble of neural networks 

 

To evaluate the accuracy of the proposed ensemble 
classifier, we collected a number  of data sets from UCI 
data set repository  (Murphy  & Aha,  1994). These  data 
sets were selected after filtering  them through certain 
parameters such that they  (a)  were related to the 
problems  of real scenarios,  (b)  had  different dimensions 
and other characteristics, and (c) have been categorised as 
important by previous researches. Table  1 provides the 
details of these data sets. 

2.2 Machine Learning  Methods 

The models used as basic classifiers are : Random  
Forest Classifier, Decision Tree Classifier and Support 
Vector Classifier . Random  forest : Random  forests or 
random  decision forests are an ensemble learning method 
for prediction modelling tasks, that operate by generation 
of a number of decision trees at training time  and  then  
selecting  the class cited  as prediction  by the maximum  
number  of trees  (classification) , i.e., the predictions 
obtained from the individual  decision tress or mean 
prediction (regression)  of the individual  trees. Random  
decision forests are a good replacement for decision trees 
which generally result in overfitting. [12] [13] 

Decision Tree  : A decision tree  is a decision  support  
tool  which  makes  use of a tree-like  graph  or model  of 
decisions  and  their possible  results,  including  chance  
event outcomes, costs of the resources used,  and  
functionality.  It is one of the ways to show an algorithm  
that makes use of just conditional control statements. 
[14] 

SVM : Support vector machines  (SVMs also knows as 
support vector networks) are supervised  ma- chine 
learning analysis models that are used to analyse data for 
predictive modelling tasks. For example, a training  set  
(every  instance  has an associated  label)  when input to 
the SVM algorithm, generates  a model that makes 
predictions  on new instances  input to the model as part 
of test data. On analysing the approach, we can conclude 
that SVM is a non-probabilistic classifier. [15] 

 

2.3 Ensemble  Methods 

1.  Simple Aggregation : The  predictions  given by 
each base classifier is appended  in a new column  in the 
data set itself at a location i, j where i refers to an  
instance while j refers to the new column corresponding  
to the result  of that specific classifier. Once all the base 
classifiers are done with their initial  run,  all the results  
are averaged  and the result  is this resultant mean value. 

 2.  Meta-Learning : Meta learning  is a general 
methodology that says that better prediction algorithms 
can be generated by using meta information provided by 
other base classifiers. Stacking is an example of meta-
learning [7]. Stacked generalization (or  stacking) 
involves  training a  higher-level  classifier model on the 
predictions  generated  by a low-level classifier model 
Using the standard formulation given by Ting and Witten 
[16], we perform meta-learning on logistic regression 
classifier at higher level which is trained on the predictions 
generated by a number  of heterogenous low-level 
classifiers. Even though there are many  possible models 
available  to use instead of logistic regression  classifier, 
the choice is justified as it helps to avoid overfitting. Also, 
weights assigned by this higher-level classifier to 
underlying  low-level classifiers give insights into their 
performances. 

3.  Cluster-Based Meta-Learning : Another variation 
of old-school stacked generalisation is to combine 
classifiers at base level having  similar  outputs 
(predictions) and  then to apply  different higher-level 
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classifiers for each separate cluster. Alternatively, 
classifiers can be first combined  to by generating average 
values and then training a higher-level classifier on these 
group os clusters averaged  predic- tions. For simplicity, 
the former approach  is termed as intra-cluster stacking 
while the latter is referred to as inter-cluster stacking. The 
methodology behind  both approaches  though involves 
formation of clusters and to resolve the differences 
encountered between those predictions. Hence, the 
performance of a classifier is affected by diversity  of 
predictions generated by various classifiers within  a 
cluster. 

4.  Ensemble Selection : Ensemble selection begins with 
choosing random  subsets of classifiers that when put to 
work in combination generate an efficient ensemble  as 
including  every single classifier would just result  in 
decrement of the performance  of the overall ensemble.  
However, going through every possible combination for 
every new data set is infeasible  from a practical point 
of view and  hence heuristics are  put to use to make  
justified assumptions for the optimal subsets. Another 
point to observe is that the performance  of the ensemble 
can only increase as compared  to the best of its base 
classifier and  hence the precondition is that the base 
classifiers being used should  also have a good amount of 
accurate predictions and so good selection methods 
satisfy this precondition. 

 

3 Methodology 

3.1 Flow of the proposed  Model 

Figure  3 shows the flowchart of the proposed model. 

3.2 Proposed  Two-Tier  Ensemble  Model 

First of all, a few standard models  are  selected 
(namely,  Random  Forest, Decision Tree  and  Support 
Vector Machine)  for base level (or Level-1). The  
standard models are trained on the training data and 
tested to select a  model  as  base  classifier.  The  model  
performing  the best is chosen  as  the Level-1 classifier. 
The  examples  predicted correctly and  examples  not 
predicted correctly by the base classifier are then 
separated and stored as 2 different datasets. Now, we again 
run the standard models to test their performance  on the 
2 new datasets generated by division of examples  and  
choose the best performing model  for each  of the 
datasets. These  newly selected models  may  or may  not 
be similar  to the base classifier. These  models  function 
as level-2 classifiers and  hence  the examples  having  
more  chance  of being predicted wrong by the base 
classifier are again  tested by the Level-2 classifiers 
depending  upon their prediction by the base classifier. The 
advantage of the process is that the examples having a 
chance of being predicted wrong are instead predicted 
using a different model which increases the accuracy  of 
the overall ensemble model as the probability of 
predicting examples wrong is reduced. 

 

4 Model Evaluation 

There are a number  of parameters available for 
evaluating the performance  of a model such as gini index, 
accuracy,  area under  curve (ROC  curve),  specicity and 
sensitivity, recall, precision and many more [17].

 

 

Fig.  3: Flow  of the proposed Model 
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4.1 Performance evaluation 

The  current study makes  use of parameters such  as AUC  score, sensitivity, specificity  and  lastly, the accuracy  for 
evaluating and hence comparing  the performance  of all models. 

 

4.1.1 AUC 

Area under  the curve (AUC)  gives a measure  of the how efficient a classifier is. The area covered under the receiver 
operating characteristics (ROC)  curve is termed as AUC. The model scoring a higher AUC as compared  to other models 
is considered as more efcient. Its value lies in the range of [0, 1]. The quality of model is good if it has AUC value near to 
1.  

Table 2: Occupancy Detection Data Set 

 

4.1.2 Accuracy 

Accuracy  is calculated  as the number  of examples  
classified correctly by the model. The  accuracy  can be 
calculated by: 

Accuracy = 100 ∗ (T P + T N )/T otalData                 (1) 

 

4.1.3 Sensitivity 

Sensitivity, also known  as true positive  rate (TPR), is 
given by number  of actual  positives  (instances that are 
actually positive)  divided  by the number  of instances 
classified by the model as positive.  It is computed as: 

 

Sensitivity = T P /(T P + F N )                                (2) 

 

4.1.4 Specificity 

Specicity is also known as true negative Rate (TNR). It 
relates to the classiers ability  to identify negative results  
and is computed as: 

 

Specif icity = T N/(T N + F P )                                         (3) 

 

5 Result analysis, comparison and Discussion 

The proposed model is tested on 5 different datasets 
and the results  are tabulated in Tables  2. 

On observing  the experimental results  of testing the 
proposed  model on different types of datasets, we see 
that there is no one single standard model that always 
performs better than other models under study. The 
proposed  model, however, is able to get more accurate 
results  as compared  to other models as instead of 
following a completely different concept for predicting 
class of examples, it builds up on the models that 
outperform others on a specific part of the datasets and 
hence on combining the results from individual  models, 
the overall accuracy  of the ensemble  surpasses  that of 
individual  models used.  The reason for increase in the 
accuracy  of ensemble is because it predicts class of 
different parts of data set using different models (one 
which performs  best  on that specific part of data set).  
Another interesting 
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point  to observe from results  is that as the size of 
the data set  increases,  the model gives much  more 
accurate results.  As the factor of size of data set increases, 
the ensemble model gives even better results. 

 

6 Conclusion 

The  objective  of ensemble  techniques  is to combine  
different  variety  of classifiers in  an  efficient  way so as to 
improve  the overall performance  of the final ensemble  
model than any  of the underlying  base classifiers. Since 
the task of going through all possible combinations of 
standard classifiers quickly results in  infeasible  ensembles  
for even  the smallest of ensemblers,  other techniques 
for  generating efficient ensembles has been widely 
researched  in the last few years. 

In this paper, we tried to generate a new ensembler 
based on ensemble techniques such as stacking and 
ensemble selection and analysed the results. We find that 
both stacking and ensemble selection approaches show 
great improvements in performance  as compared  to 
standard models like SVM and  decision tree and even 
moderate improvements over random  forest classifiers 
which are deemed as effective in most of the domains  . 
Here, even small improvements in accuracy  can 
contribute directly to big improvements in a lot of fields 
such as medical analysis  and image enhancement 
techniques . 
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