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Abstract— Neural Machine Translation (NMT) has ob-
tained state-of-the art performance for many language pairs, 
with only training with parallel data . Target- side multilingual 
data plays an vital role in increasing  fluency for phrase-based 
statistical machine translation. We study the use of  multilin-
gual data for NMT. In this paper, we learn multilingual text 
embedding and collective approach which can be applied to 
multiple language pairs .The approach accredit Multilingual 
NMT using a single model without any increase in parameters, 
and it is significantly simpler .We learn a joint multilingual 
sentence embedding and use the distance between sentences in 
different languages to filter noisy parallel data and mine  par-
allel data in large news collections. 

Keywords—Natural language processing, parallel sen-
tences, parallel sentence extraction , neural machine transla-
tion. 

 

I. INTRODUCTION  

It is today’s common practice to use distributed representa-
tions of words, often called word embeddings, in almost all 
NLP applications. It has been shown that syntactic and seman-
tic relations can be captured in this embedding space, as in 
instance [25]. To process sequences of words, ie. sentences or 
small paragraphs, these word embeddings need to be “com-
bined” into a representation of the whole sequence.Parallel 
data, also called bitexts, is an vital resource to train neural 
machine translation systems (NMT). It is usually assumed that 
the quality of the automatic translations increases with the 
amount of available training data. However, it was observed 
that NMT systems are more sensitive to noise than SMT sys-
tems, e.g. [6]. Well known Sources of parallel data are Wik-
ipedia, international news and journals . In addition, there are 
many texts on the Internet which are potential mutual transla-
tions, but which need to be identified and aligned. Typical 
examples are Wikipedia or news collections which report on 
the same facts in different languages. These collections are 
usually called comparable corpora.  

In this paper we study an unified approach to filter noisy 
bitexts and to mine bitexts in huge monolingual texts. The 
main idea is to first learn a joint multilingual sentence embed-
ding. Then, a threshold on the distance between two sentences 

in this joint embedding space can be used to filter bitexts (dis-
tance between source and target sentences), or to mine for 
additional bitexts (pairwise distances between all source and 
target sentences). No additional features or classifiers are 
needed.  

II. RELATED WORK 

Interlingual translation is a classic method in machine 
translation. Despite its distinguished history, most practical 
applications of machine translation have focused on individual 
language pairs because it was simply too difficult to build a 
single system that translates reliably from and to several lan-
guages. There have been other approaches similar to ours in 
spirit, but used for very different purposes.  

The problem of how to select parts of bitexts has been ad-
dressed before, but mainly from the aspect of domain adapta-
tion[25]. It was successfully used in many phrase-based MT 
systems, but it was reported to be less successful for NMT 
[23]. Domain adaptation of neural networks via continued 
training has been shown to be effective for neural language 
models and in work for neural translation models[17].  

For instance, [27](first embed sentences into two separate 
spaces. Then, a classifier is learned on labeled data to decide 
whether sentences are parallel or not. Our approach clearly 
outperforms this technique on the BUCC corpus. [7] use aver-
aged multilingual word embed- dings to calculate a joint em-
bedding of all sentences. However, distances between all sen-
tences are only used to extract a set of potential mutual trans-
lation. The decision is based on a different system. 
In[11]NMT systems for Zh ↔ En are learned using a joint 
encoder. A sentence representation is obtained as the mean of 
the last encoder states. Noisy bitexts are filtered based on the 
distance. In all these works, embeddings are learned for two 
languages only, while we learn one joint embedding for up to 
nine languages.  

 

III. NMT TRAINING WITH MONOLINGUAL 
TRAINING DATA AND BACK TRANSLATION 

We see two simple methods to use monolingual training 
data during training of NMT systems[19], with no changes to 
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the network architecture. Training examples are provided with 
dummy source context and the training was successful to some 
rate .More results were gained through back-translation of 
monolingual target data. The monolingual target data was 
converted into the source language, and this synthetic data was 
treated as an input training data . This monolingual data and 
the in domain back-t ranslated was again used for training . 
With the analysis it is inferred that a reduction of overfitting,  
domain adaptation effects, and improved fluency as factors for 
the results of using monolingual data for training.  

Since in this approach does not require any rectification in 
the neural network architecture to integrate monolingual 
training data  , this can be easily applied to other NMT sys-
tems. Effectiveness of the approach not only changes with the 
quality of the MT system used for back-translation, but also 
relies on the amount of monolingual and parallel data , and the 
scale of overfitting of the baseline model. 

 

IV. COSINE DISTANCE IN A JOINT MULTILINGUAL 
SENTENCE EMBEDDING SPACE 

A. Multilingual sentence embeddings  

Complete sentences in different languages are embedded 
into single joint space, with the aim that the distance in that 
space contemplate their semantic difference irrespective of the 
language. There are several works on learning multilingual 
sentence embeddings which could be used for  integrate dif-
ferent languages into one single space([13];[26]).  

The idea is to make use of multiple sequential encoders 
and decoders and the next step is to train them with N-way 
aligned corpora . Instead of making use of single en- coder for 
each language , a shared encoder which handles all the input 
languages. Joint encoders and decoders are already being used 
in NMT [13] in which a special token is input. In this ap-
proach the joint encoder is not provided with input token and 
has no information at all on the encoded language, or what 
will be done with the sentence representation. An approach 
which similar to this was  proposed in [10]. 

The architecture is trained on many languagesof the Euro-
parl corpus with about 2M sentences each. The word embed-
dings are of size 384 and the hidden layer of the BLSTM is 
512-dimensional. The joint encoder is a 3-layer BLSTM. The 
1024 dimensional sentence embedding is obtained by max-
pooling over the BLSTM outputs. Dropout is set to 0.1. These 
settings are similar to those reported in [17], with the differ-
ence that slight improvement by using a deeper network for 
the joint en- coder is observed. Once the system is learned, all 
the BLSTM decoders are discarded and we only use the multi-
lingual BLSTM encoder to embed the sentences into the joint 
space. 

B. Experimental studies: 

All the experiments are performed with the freely available 
Sequence-to Sequence Py- Torch toolkit from Facebook AI 
Research,called fairseq-py. A convolutional model is imple-
mented which achieves very competitive output[23]. We use 
this system to show the enhancements obtained by filtering the 

standard training data and by  combining additional mined 
data.The data used is freely available so that it can be used to 
train different NMT architectures. 

Lang-Pair Train  

En    other  aligned 

Test 

En                 other 

En-de 400k    414k    
9580 

397k              414k 

En-fr 370k    272k    
9086 

373k              277k 

En-ru 558k   461k   
14435 

566k               457k 

En-zh 89k     95k       
1899 

90k                 92k 

Table 1:BUCC evaluation to mine bitexts. 

In this work, focus is mainly on translating from English 
into German using the WMT’14 data. This task was selected 
for two reasons:  

•           only a restricted amount of parallel training data 
is available (4.5M sentences). 2.4M are crawled and aligned 
sentences (Common Crawl corpus) and 2.1M are high quality 
human translations.  
as studied in other works, we use news test -2014 as test set. 
We use mteval-v14.pl on untokenized hypothesis to calculate 
case-sensitive BLEU score in order to follow the standard 
WMT evaluation setting. In some papers, BLEU is calculated 
with multi-bleu.perl on tokenized hypothesis. The fairseq-py 
system is trained with default parameters, but a slightly differ-
ent pre and post-processing scheme. In particular, we lower- 
case all data and use a 40k BPE vocabulary [19].All the out-
comes are for one single system only. Table 2gives  baseline 
results using the provided data as it is. We differentiate out-
comes when training on human labeled data only, i.e News 
Commentary and with all WMT’14 training data, i.e. human 
and Common Crawl (total of 4.5M sentences) [23]report a 
tokenized BLEU score of 25.16 on a slightly different version 
of news test -2014 as defined in. 

•         it is the standard to evaluate NMT systems and 
most of the comparable results are availablle, exam-
ple[19];[3].Please note that the aim of this paper is not to set a 
new state-of-the-art in NMT on this data set, but to show rela-
tive improvement with respect to a competitive baseline. 

Corpus Human on-
ly(Eparl+NC) 

All WMT 14 

(Eparl+NC+CC) 

Number of sents 

BLEAU 

2.1 M 

21.87 

4.5M 

24.75 

 

Table  2:Baseline results on WMT 14 en-de 
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C.   Filtering Common Crawl  

Filtering corpus, first all the sentences are embedded into 
the single joint space and find the cosine distance between the 
source English and the German translation provided. Then  as 
a function of the threshold on this distance extract subset with 
different size.  

All Commas <50 words LID 

2399k 2144k 2071k 1935k 

 

Table 3: Pre-processing of the Common Crawl corpus be-
fore distance-based filtering.  

After initial experiments, it was found that some additional 
steps before calculating the distances (see Table 3) are re-
quired and erase sentences with more than 3 or more commas. 
Those are indeed often enumerations of names, cities, etc. 
While such sentences maybe useful to train NMT systems. 
Multilingual distance is not reliable to distinguish list of 
named entities(nouns).sentences should be limited with less 
than 50 words; 3) language identification (LID) on source and 
target sentences are performed. These steps  remove 19% of 
the overall data. Almost 6% of the data seems to have the 
wrong source or target language. 

D. Filter back-translation of monolingual data using mul-
tilingual distance 

The back-translation of monolingual target data into the 
source language to produce synthetic parallel text has been 
previously explored for phrase- based SMT [2]. While our 
approach is technically similar, synthetic parallel data fulfils 
novel roles  in NMT. 

The above approach be used to filter the back-translated 
monolingual data [19]. The monolingual data translated to 
source language can be filtered using joint space filtering 
method as explained in the above experimental section . 

 

 V. CONCLUSION 

In this article we study the interlingual nature of the con-
text vectors generated by a multilingual neural machine trans-
lation system and study their power in the assessment of 
mono- and cross-language similarity. We have seen that a 
simple cosine distance in a joint multilingual sentence embed-
ding space can be used to filter noisy parallel data and to mine 
for bitexts in large news collections. There are many direc-
tions to extend this research, in particular to scale-up to larger 
corpora. The multilingual sentence distance could be also used 
in MT confidence estimation, or to filter back-translations of 
monolingual data [19]. 
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