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Abstract  
The current survey on health-care shows that about 

610,000 people die of heart disease in the United States every 

year–that's 1 in every 4 deaths. Heart disease is the leading 

cause of death for both men and women. More than half of the 

deaths due to heart disease in 2009 were in men. For every 

person it is not possible to check out and take costly medical 

test such as before. So there is need for efficient and handy 

prediction system for heart disease prediction. Current 

research is going on in the field of medical mainly on heart 
disease prediction. Various algorithms have  used in the 

literature survey like Naive Bayes, Decision Tree, Genetic 

Algorithm, and Neural Network for the heart disease 

prediction. In this paper brief survey is carried out on various 

data mining algorithms and machine learning algorithms for 

the prediction of heart disease. 

Keywords - Machine Learning, Heart disease, Data mining 

techniques, Clustering, and Classification, Prediction system. 

I. INTRODUCTION  

 Day by day large data is generated in the medical field. So 

extract hidden patterns and useful information from this large 
data is carried out using various data mining techniques. Heart 

disease is the main reason for the increasing mortality rate. 

Survey shows that data mining plays vital role in the 

prediction of heart disease. Machine learning algorithms also 

used in the prediction of heart disease, such as Multi Layered 

Perceptron, Decision Tree and so on. The world health 

organization said that 12 million deaths occurred worldwide 

because of heart disease per year [18]. Heart disease is related 

to the heart problem and its related vessels. Heart is the main 

organ of the human body which pumps the blood, if it can’t 

work properly then brain will suffer and they both altogether 

will stop the working and within minutes death will occurs 
[19]. Every common person is not possible to take costly 

medical test to check whether there is heart disease is present 

or not, so some intelligent and handy prediction system is 

needed in the prediction of heart disease in early stage 

possible. Due to this prediction system patient get service in 

minimum cost and aware about risk much as before the heart 

attack. Various algorithms uses different parameters for the 

prediction such as blood pressure, cholesterol, heart rate, age, 

gender, pulse rate and so on. Every person has different values 

for these parameters. Previous survey shows that there is need 

to develop a new prediction algorithm which uses minimum 

number of parameters and gives more accuracy.  

This paper is organized as follows: in section II literature 

survey has shown, section III contains the table which gives 

overviews of algorithms, section IV is about final conclusion. 

II. LITERATURE SURVEY  

 In this section a brief review is carried on different data 

mining techniques used previously by many researchers for 

the prediction of heart disease. Various techniques are 

involved in heart disease prediction model. 
TABLE I gives overview of different heart disease 

prediction algorithms. 

The author in [1] proposed system for heart disease 

prediction that uses machine learning algorithm, Multi 

Layered Perceptron (MLP) for heart disease prediction. MLP 

gives good efficiency and accuracy. MLP gives reliable output 

over the input provided by the user. In this paper MLP only 

used for the heart disease prediction but in the future can be 

used for the prediction of various other chronic diseases, like 

cancer, diabetes etc. 

In [2] author proposed optimization technique i.e. 
Constricted Particle Swarm Optimization (CPSO) technique, 

which is modified version of Particle Swarm Optimization 

(PSO) technique. Aim of Constriction PSO over PSO is to 

avoid premature convergence, and ensure convergence. 

Dataset used for the implementation purpose is Data Mining 

Repository of University of California. 14 attributes have used 

for the experimental purpose such as blood pressure, chest 

pain type, fasting blood sugar, maximum heart rate achieved 

etc. PSO algorithm is evolutionary algorithm. CPSO gives 

slightly better accuracy than PSO but CPSO take less time as 

compared to PSO. In future for attributes reduction Principle 

Component Analysis (PCA) can be used. 
The author in [3] proposed the Ensemble Machine Learning 

technique for the prediction of heart disease prediction. 

Different classifiers have  used such as Decision Tree (DT), 

Naive Bayes (NB),  Multilayer Perceptron (MLP) ,K-Nearest 

Neighbour (K-NN), Single Conjunctive Rule Learner (SCRL) , 

Radial Basis Function (RBF) and Support Vector Machines 

(SVM). Author has also used applied ensemble prediction 

classifiers on dataset such as Bagging, Boosting and Stacking 

for more accuracy. Cleveland dataset with 303 instances have 

used for the implementation purpose. In this paper the SVM 

mailto:2kcwaghmare@pict.edu
mailto:3anilg@cdac.in


IJRECE VOL. 7 ISSUE 2 (APRIL- JUNE 2019)                  ISSN: 2393-9028 (PRINT) | ISSN: 2348-2281 (ONLINE) 

INTERNATIONAL JOURNAL OF RESEARCH IN ELECTRONICS AND COMPUTER ENGINEERING 

 A UNIT OF I2OR  390 | P a g e  

method using Boosting gives better result than other 

classifiers. 

The work cited in [4] proposed system for heart disease 

prediction which uses the Hidden Naive Bayes (HNB) 

algorithm for prediction purpose. Hidden Naive Bayes 

algorithm is modified version of Naive Bayes algorithm. 
Traditional Naive Bayes (NB) is the most popular model due 

to its simplicity and efficiency, but NB does not perform well 

when dataset contains complex attributes dependencies, 

because NB is only when attributes independence present in 

dataset. In such case HNB performs well. HNB gives better 

result with dependent attributes for heart disease prediction. 

Number of attributes have used for experiment purpose are 14. 

HNB gives 100% accuracy over NB. 

In [5] author uses three data mining classification 

techniques such as K-Nearest Neighbour algorithm (K-NN), 

Decision Tree and Naive Bayes. Input to these classifiers is in 

the form of reduction, for this purpose Genetic Algorithm is 
used. Number of attributes has been reduced using Genetic 

Algorithm. Among these three algorithms KNN gives better 

accuracy. In dataset 13 attributes has been used for the 

implementation purpose. Traditional K-NN has some 

limitation as it is limited to local structure of the data. In 

future real time data can be used for implementation. In this 

paper author have been used the modified version of K-NN 

algorithm because previous version of K-NN limited to small 

size of dataset, and modified version of K-NN suitable for 

large dataset. 

Author in [6] proposed hybrid approach which consists of 
two methods, one is K-means and another one is ID3. In this 

paper these two methods are used for different purposes. K-

means is used for clustering purpose and ID3 for classification  

purpose. K-means used in this paper is called Improved K-

means algorithm. Improved K-means algorithm gives more 

accuracy for centroid selection of dataset over the previous 

version of K-means algorithm. Parameters are used for the 

classification purpose are cholesterol, age, resting BP, Thallic 

and many more. In dataset total 13 parameters are used for the 

implementation. Improved K-means gives better accuracy 

than K-means in centroid selection. 

The work cited in [7] gives a survey on different 

classification techniques such as Naive Bayes, KNN, Decision 

Tree and Neural Network. In this paper after the survey on 
different techniques author comes to know that accuracy of 

algorithm get increased when using more number of attributes. 

Using variable number of attributes accuracy gets changed for 

different types of algorithms. In this paper accuracy checked 

using KNN and ID3 algorithms. In this paper commonly used 

attributes for experiment purpose are Age, Gender, Blood 

Pressure, Pulse Rate and Cholesterol. Age and Gender are 

non-modifiable attributes. Future scope of this algorithm is, 

increase the accuracy of the algorithm with reduced number of 

attributes. 

The author in [9] implemented a new hybrid model which 

is combination of Neural Network and Genetic Algorithm. 
Author in this paper mainly focuses on the risk factors of the 

patients as parameters for the prediction purposes. Risk 

factors are age, family history, diabetes, hypertension, high 

cholesterol, tobacco smoking, alcohol intake, obesity and so 

on. This hybrid model is implemented in MATLAB 

framework. Accuracy obtained using this hybrid approach is 

89%. This algorithm uses only risk factors does not use any 

medical tests so saves costs and time for medical check-up 

and tests. Previously no one paper considers the risk factors. 

In [10] author has used four different classification 

algorithms. J48 Decision Tree, K-Nearest Neighbour (KNN), 
Naive Bayes (NB), and SMO. Gain Ratio used as evaluation 

method for the feature selection. In this paper author has used 

six different performance evaluation measures such as 

Sensitivity, Specificity, F-Measure, Precision and ROC curve. 

Among all the four algorithms J48 Decision Tree gives good 

accuracy. In dataset 8 features are used with 209 instances. 

For implementation purpose WEKA tool is used.

 

III. TABLE 

TABLE I. OVERVIEW OF HEART DISEASE PREDICTION ALGORITHMS

Author Objective Technique used Accuracy 

R. Sharmila et al [11] A conceptual method to enhance 
the prediction of heart diseases 

using the data techniques. 

SVM in parallel 
fashion   

SVM provides better and efficient 
accuracy of 85% and 82.35%.  SVM 

in parallel fashion gives better 

accuracy than sequential SVM. 

Chala Bayen et al [12] Prediction and Analysis of 
occurrence of Heart Disease using 

data mining techniques. 

Naive Bayes, 
Support Vector 

Machine 

It gives short time result which helps 
to give quality of services and reduce 

cost to individuals. 

P. Sai Chandrasekhar 
Reddy et al [13] 

Heart disease prediction using 
ANN algorithm in data mining. 

ANN Accuracy proved in JAVA. 
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Jayami Patel et al [14] Heart disease Prediction using 
Machine Learning  and Data 

mining Technique 

LMT, UCI UCI gives better accuracy, compared 
to LMT. 

Ashwini Shetty A et al 
[15] 

Different Data Mining Approaches 
for Predicting Heart Disease. 

WEKA tool, 
MATLAB.  Neural 

Network 

84% 

Noura Ajam et al [16] Heart Disease Diagnoses using 
Artificial Neural Network. 

ANN 88% 

Sairabi H. Mujawar et 
al [17] 

Prediction of Heart Disease by 
using Modified k-means algorithm 

and naive bayes algorithm. 

Modified K-means 
algorithm, naive 

bayes algorithm. 

93% 

Boshra Brahmi et al 

[18] 

Prediction and Diagnosis of Heart 

Disease by Data Mining Technique 

Naive Bayes,  

KNN, SMO 

J48 gives better accuracy than other 

three techniques. 

IV.CONCLUSION 

In this paper a brief review is carried out on different data 

mining and machine learning algorithms for heart disease 

prediction. Different algorithms give different accuracy with 

different number of parameters for the prediction. As survey 

shows that objective of each and every technique is to predict 

the heart disease with the higher accuracy. 
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