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Introduction
Relax. Now imagine a perfect world where every program has the ability to 
minimize unanticipated negative cost and schedule impacts. How? Through 
the selection and proactive monitoring of the parts embedded in a system’s 
design. Not possible? Well, stop imagining and see that there are, in fact, two 
communities that exist and should be leveraged to help DOD programs do 
just that. The communities are the parts management and diminishing manu-
facturing sources and material shortages (DMSMS) management.

What’s that? You are not familiar with these two communities and their 

Reliability Center Maintenance 
(RCM): An Essential Reliability 
Design Requirement
by Russell A. Vacante, Ph.D.

Getting back to reliability basics we 
need to consider the important role 
that Reliability Center Maintenance 
(RCM) plays to ensure designed-in 
system, or system of systems reliabil-
ity requirements are met. That reli-
ability is an integral part of the design 
should be a well instilled engineering 

approach to the life cycle manage-
ment processes. Just as important to 
designing-in reliability requirements, 
RCM is to maintenance tasks in order 
to achieve inherit operational mainte-
nance levels.

For a more comprehensive 
definition of RCM we can turn to 

Blanchard and Fabrycky, 5th edition 
publication entitled: “Systems En-
gineering and Analysis:” “Reliabili-
ty-Centered Maintenance (RCM) is 
a systematic approach to developing 
a focused, effective, and cost-ef-
ficient preventative maintenance 
program and control plan for a 
system or product. This technique is 
best initiated during the early design 
process and evolves as the system is 
developed, produced, and deployed.” 
Some important issues that can be 
extracted from this definition include 
the subjects of design, cost and sup-
portability. To be cost efficient, RCM 
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management processes? Definitions 
for both can be found in the boxes 
on this page, but more important 
than definitions is what they can do 
for a program office and the develop-
ment, production, and sustainment 
of its system. 

Parts management benefits a sys-
tem by ensuring that parts are select-
ed for a system design to reduce its 
life cycle cost and logistics footprint.

DMSMS management benefits a 
system by identifying and resolving 
obsolescence issues before there is 
an opportunity for those issues to 

impact cost, schedule, and readiness.
However, an even bigger payoff 

in terms of weapon system afford-
ability, supportability and logistics 
readiness can be attained when 
both of these communities perform 
effectively and in conjunction with 
one another. This article will explore 
the responsibilities of each of these 
communities throughout the life cy-
cle, as well as a number of enabling 
activities that support these roles. 
With this information, program 
management should be able to gain 
an understanding of how these two 

communities should be used syner-
gistically to help meet its program’s 
cost, schedule, and readiness goals.

Parts/DMSMS Management Roles 
and Responsibilities throughout 
the Program Life Cycle
To avoid confusion, in some (but not 
all) companies, the DMSMS and parts 
management functions are handled 
by a single organization. When that is 
the case, the differentiation between 
the two communities is somewhat 
artificial. Within DOD, however, the 
authors are unaware of any situa-

Parts Management
The practice of considering the application, stan-
dardization, technology (new and aging), system 
reliability, maintainability, supportability, and 
cost in designing or selecting parts and address-
ing availability, logistics support, DMSMS, and 
legacy issues in supporting them throughout the 
life of systems.
Source: SD-19, “Parts Management Guide,” December 2013.

Prior class design and construction suffered from 
parts proliferation. The Trident class required 
28,000 procured parts, the Los Angeles class 
called for 29,000 procured parts, and the Sea-
wolf class lead ship construction required 45,000 
procured parts. In contrast, the initial issue of 
drawings for the Virginia class called for 17,963 
procured parts. Over the life of the Virginia class 
program, $27M invested in parts standardization 
is projected to lead to $789M in cost avoidance.

Source: Defense Standardization Program Case Study: The Virginia Class 
Submarine Program, Defense Standardization Program Office, undated.

DMSMS Management
A multidisciplinary process to: 

• Identify issues resulting from obsolescence, 
loss of manufacturing sources, or material 
shortages

• Assess the potential for negative impacts on 
schedule and/or readiness

• Analyze potential mitigation strategies
• Implement the most cost-effective strategy

Source: Standardization Document (SD)-22, “Diminishing Manufacturing 
Sources and Material Shortages: A Guidebook of Best Practices for Imple-
menting a Robust DMSMS Management Program,” January 2015.

The Virginia class program office established a 
technology refreshment integrated product team 
(IPT), formalized a standard operating proce-
dure, developed a memorandum of agreement 
with the Naval Supply Systems Command for the 
advanced procurement of spares, and established 
a budget. As a result, the program has resolved 
more than 1,260 obsolescence issues and reaped 
more than $159M in documented cost avoidance 
by being proactive since inception.

Source: Standardization Document (SD)-22, “Diminishing Manufacturing 
Sources and Material Shortages: A Guidebook of Best Practices for Imple-
menting a Robust DMSMS Management Program,” January 2015.
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tion in which the two functions are 
handled by the same community or 
organization. Consequently, the dis-
tinction between the relative roles and 
responsibilities is acute.

Parts/DMSMS management roles 
operate in parallel over the entire 
program life cycle. Acquisition pro-
grams benefit most when both parts 
management and DMSMS man-
agement begin early in the system 
life cycle. However, their respective 
roles and responsibilities, which at 
times are similar, do evolve over 
time (see exhibit, following page).

Carrying out these Individual 
roles and responsibilities improves 
program affordability. For example, 
take parts management. Avoiding 
new parts avoids costs. For each 
part, there is an average cost avoid-
ance of $27,500 for not adding a 
new part into inventory (according 
to the SD-19). As a result of effec-
tive parts management, the Virginia 
class submarine program was able 
to significantly reduce the number 
of new parts introduced into the 
supply system (see box) relative to 
prior submarine programs. 

From a DMSMS management 
perspective, the Virginia class sub-
marine program initiated a robust, 
proactive program early in the 
design build process. While some 
DMSMS is evitable, carrying out its 
proactive roles and responsibilities 
leads to cost avoidance (see box) 
because the earlier a DMSMS issue 
is identified, the longer the window 
of opportunity to resolve it. But 
since a long window of opportunity 
generally allows for more low-cost 
resolution options, as compared to a 

short window of opportunity, more 
costs are avoided. 

Closer working relationships 
between these two communities 
could increase their effectiveness. 
When the parts management com-
munity establishes part selection 
criteria, DMSMS considerations 
play a prominent role. After the 
engineering community tentative-
ly selects parts (either for an ini-
tial design, a redesign to resolve 
an obsolescence issue, or another 
type of system modification), the 
DMSMS community should be 
given the new parts lists or bills of 
material (BOMs) or changes to ex-
isting parts lists or BOMs. DMSMS 
practitioners review the new parts 
for both current obsolescence and 
future obsolescence risk. If there is 
an issue serious enough that another 
part should be selected, the DMSMS 
community should work with the 
parts management community and 
ultimately with design engineering 
to identify an alternative.

Of course, there is a question 
of how well working relationships 
between these communities and de-
signers actually work. The better the 
integration, the greater the benefit 
to program offices. The following 
section looks at some common en-
abling activities and raises questions 
about better interfaces between the 
two communities.

Enabling Activities in Support 
of Roles and Responsibilities
Contract Language
Both DMSMS and parts manage-
ment guidance provide numerous 
best practices to help perform these 

roles and responsibilities. Both com-
munities have established preferred 
contract language. In the case of 
parts management, contract require-
ments are contained in MIL-STD 
3018. Although there is a require-
ment for proactive DMSMS manage-
ment in MIL-STD-3018, additional 
requirements may be needed to 
ensure that best DMSMS manage-
ment practices are performed (e.g., 
materials and chemicals, transfer 
plans, health reports, metrics, etc.). 
While the SD-22 contains some 
more expansive contract language 
examples, an effort is now underway 
to establish preferred contract re-
quirements, corresponding contract 
language, and associated data item 
descriptions (DIDs) and contract 
data requirements lists (CDRLs). 
These two approaches to contract 
language have been pursued inde-
pendently. Would a joint approach to 

combine DMSMS and parts man-

agement contract requirements into 

fewer independent contract clauses 

be a good idea?

Plans
Plans that summarize key activities 
and are updated throughout the 
life cycle are an important aspect of 
both parts and DMSMS manage-
ment. While the plans have a similar 
structure, there are important differ-
ences. The parts management plan 
described in the SD-19 is a tactical 
plan written by industry for industry. 
There is no parts management plan 
written by the government for the 
government, because the government 
does not design the system. The 
DMSMS management plan described 
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If	a	system	flies,	transports,	launches,	hovers,	floats,	surveils,	
commands,	controls,	or	communicates	it’s	software	intensive.	

If	it’s	software	intensive	it	needs	a	software	FMEA	and	reliability	predictions.
Software	Failure	
Modes	Effects	

Analysis	(SFMEA)
• Published	the book	on	
software	FMEAs	
“Effective	Application	of	
Software	Failure	Modes	
Effects	Analysis”.

• We	have	identified	
more	than	400	
software/firmware	
failure	mode	root	cause	
pairs

• Hands	on	software	
FMEA training

• Software	FMEA	
analyses	services

• Software	FMEA	toolkit

Software	reliability	
prediction

• Predictive	models	based	
on	25	years	of	analyzing	
real	software	reliability	
data	from	real	systems.	

• Predicts	remaining	defects	
and	pileup,	likelihood	of	
failed	release,	failure	rate,	
MTBF,	availability	early	in	
lifecycle

• Hands	on	software	
reliability	prediction	
training

• Software	reliability	
assessment	services

Softrel,	LLC	
http://www.softrel.com

sales@softrel.com
321-514-4659	

phone Teaming	with	RMS	
Partnership	to	provide	
DoD	specific	training	

 

EXHIBIT: PARALLEL ACTIVITIES OF PARTS MANAGEMENT AND DMSMS COMMUNITIES BY 
ACQUISITION PHASE 
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in the SD-22 is written by the gov-
ernment for the government. It is 
generally more strategic than tacti-
cal, but individual program offices 
may tailor it to their needs. Indus-
try’s tactical DMSMS management 
plan is described in SAE 00161 and 
should be aligned with the govern-
ment’s plan. Should there be closer 

integration among the plans?

Teams
Both communities carry out activ-
ities with a multidisciplinary team 
composed of people with similar 
functional expertise. Again, there are 

1 SAE Standard 0016, Standard for Preparing a DMSMS Management Plan, 1 August 2011.

differences. The parts management 
team described in the SD-19 is an 
industry team. While there will be a 
government point of contact (POC), 
there is usually no formal parts 
management government team. The 
Virginia class program adopted a 
more aggressive parts management 
approach (see box).

The DMSMS management team 
described in the SD-22 is a govern-
ment-led team that meets regularly, 
including industry participation to 
the extent required by the contract. 
Industry’s internal DMSMS man-
agement team is not described in the 

SD-22; its structure may be similar 
to industry’s parts management 
team. For the Virginia class sub-
marine, the DMSMS management 
team was included in its technology 
refreshment integrated process team 
(see box). 

There is, however, no direct inter-
face between industry’s parts man-
agement team and the government 
DMSMS management team. How 

does the necessary communication 

take place?

Systems Engineering Design 
Considerations
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DMSMS management and parts 
management are both system en-
gineering design considerations. 
According to the Defense Acquisition 
Guidebook (DAG), parts manage-
ment is a standardization design 
strategy available to program man-
agers. Benefits of parts standardiza-
tion include:
• Reducing the number of unique 

or specialized parts used in a 
system (or across systems)

• Reducing the logistics footprint
• Lowering life cycle costs

In addition, parts management 
can enhance the reliability of the 
system and mitigate part obsoles-
cence due to DMSMS. For DMSMS, 
the DAG identifies practices that the 
program should consider to mini-
mize DMSMS risk throughout the 
life cycle of the system:

• Avoid selecting technology and 
components that are near the end 
of their functional life

• During the design process, pro-
actively assess the risk of parts 
obsolescence while selecting parts 

• When feasible, use an Open 
Systems Architecture to enable 
technology insertion/refreshment 
more easily than with design-spe-
cific approaches

• Proactively monitor supplier 
bases to prevent designing in 
obsolescence

How well do the design interfaces 

work? Could the communities be 

better integrated to increase their 

influence on the design?

Supply Chain Integration 
Supply chain integration encom-
passes new product development, 

technology, procurement, strategic 
sourcing, quality, technical data, 
inventory and demand management, 
and supply chain risk management. 
In nearly every one of these elements, 
parts management concerns and 
DMSMS concerns are very closely 
related. DMSMS and parts man-
agement are key elements of supply 
chain integration; their contributions 
are quite similar in concept.

For example, for the technical 
data element of supply chain inte-
gration, parts management is con-
cerned with using technical data to 
assure that the part can perform in 
a way that meets all requirements. 
DMSMS management is concerned 
with having sufficient technical data 
to allow for monitoring for obso-
lescence and resolving issues if an 
item can no longer be procured. For 

The program established a Parts Standardiza-
tion Board—more than two years before com-
pletion of the ship specifications—to identify, 
implement, and maintain a parts standardization 
program. The board, the gatekeeper of allowable 
parts, functions under the direction of program 
management and has members from the engi-
neering, design, materials, planning, quality, and 
operations departments. A team leader reports 
directly to the program manager to ensure that 
standardization goals are maintained. In addition, 
the shipbuilder’s president signed and supports 
the standardization policy and procedures. 
Finally, the shipbuilding specification directs the 
use of standard parts. The use of standard parts 
is tracked as a technical performance measure 
throughout design and construction.

Source: Defense Standardization Program Case Study: The Virginia Class 
Submarine Program, Defense Standardization Program Office, undated

The team identifies obsolescence issues affecting 
the Virginia class submarines before they impact 
ship construction and develops timely solutions. 
The team’s approach has the following elements: 
• Identify obsolescence issues early, using the 

Obsolescence Management Information 
System (OMIS™) or via vendor monitoring 
efforts 

• Notify stakeholders that an issue has been 
identified 

• Identify all systems affected 
• Select a solution 
• Execute the solution 
• Measure and report results to ensure consis-

tency and repeatability

Source: Defense Standardization Program Case Study: Obsolescence Man-
agement for Virginia Class Submarines, Defense Standardization Program 
Office, undated
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the Virginia class submarine, the 
management of technical data was 
standardized (see box). 

Proactive DMSMS manage-
ment and robust parts management 
decrease supply chain risk. Robust 
supply chain integration reduces 
DMSMS risk. Again, some questions 
on efficiency can be raised. Is there 

duplication of effort and sufficient 

communication at the tactical level? 

Are the interactions among head-

quarters offices sufficient? Are these 

subjects sufficiently addressed in 

policy and guidance?

Conclusions
DMSMS management and parts 
management are closely connected, 
as evidenced by the following:
• They complement each other 

throughout the life cycle
• They both require plans, operate 

in teams, and rely on contract 
language

• They reinforce each other as de-
sign considerations

• They both have strong connec-
tions to supply chain integration
There are however questions 

concerning the efficiency and effec-

tiveness of those connections, as well 
as connections to other activities, 
especially design. Are there ways to 
improve how each is managed by 
better leveraging their synergies to 
answer the following?
• To what extent do the desired 

interactions of the two commu-
nities in program offices reflect 
reality?

• How can the program office 
teams, plans, and contract lan-
guage be better integrated?

• Is there any duplication of ef-
fort or lack of communication 
that can be avoided in program 
offices?

• Can communication be improved 
at the headquarters level? 

• Are changes needed to parts/
DMSMS management policy, 
guidance, training, or outreach? 
An important step has been taken 

to pursue the answers to these ques-
tions with the appointment of a sin-
gle individual to lead both functions 
within the Defense Standardization 
Program Office (DSPO), reporting to 
the systems engineering office in the 
Office of the Secretary of Defense. 
According to Mr. Greg Saunders, the 

DSPO Director, this change “recog-
nizes and acknowledges the close 
cooperation and interrelationships of 
DMSMS and Parts Management. A 
systems engineering approach inte-
grates these two closely related pro-
grams bringing to life the well-worn 
phrase, ‘the whole is greater than 
the sum of the parts.’ Each program 
has made significant contributions 
in the past—putting them under the 
same OSD program lead is a logical 
next step that should produce even 
greater efficiencies for our weapon 
systems programs.”

But by itself, this step is not suffi-
cient. Program offices will only bene-
fit if program leadership takes action 
to ensure that government and 
industry parts and DMSMS manage-
ment practitioners not only do their 
job in a robust manner, but also have 
their recommendations given priority 
by other engineers and logisticians in 
the program office.  ■

About the Authors
Jay Mandelbaum and Tina M. 
Patterson are researchers at the 
Institute for Defense Analyses (IDA) 
in Alexandria, Virginia. They have 

RMS Partnership Membership

Sign up today! Membership Dues Only 
$35.00 Annually. See Membership Benefits 
and Registration at: www.rmspartnership.org 
Please contact president@rmspartnership.org 
if you have questions about membership.

The user interface for more than 600 interactive 
electronic technical manuals is standardized, 
allowing sailors to work across multiple systems 
and ships within the class—a first for submarines. 
Also, standardized technical documentation, 
including all of the ship’s drawings, is integrated 
with the supply-ordering process and with on-
board training products.

Source: Defense Standardization Program Case Study: The Virginia Class 
Submarine Program, Defense Standardization Program Office, undated 



Page 9The Newsletter of RMS March 2019

researched obsolescence policy, 
guidance and training during the last 
7 years, and the best practices and 
other observations that they identi-
fied have been instrumental in work-
ing the agenda and outputs of both 
the Department of Defense (DoD) 
Defense Manufacturing Sources and 

Material Shortages (DMSMS) Work-
ing Group and Parts Standardization 
and Management Committee. Brown 
works in the Defense Standardiza-
tion Program Office at Fort Belvoir, 
Virginia. She has been DoD’s lead for 
DMSMS since May 2016 and Parts 
Management since January 2018. 

Prior to joining the DoD, she was the 
DMSMS lead at Naval Air Systems 
Command (NAVAIR) and provided 
DMSMS support to NAVAIR pro-
grams for 15 years.
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 Another Day At The Office       by Russell A. Vacante, Ph.D.

What is Reliability Centered Maintenance 
(RCM) and how is it tied to system reliability 
requirements during the life cycle manage-
ment process?

The goal of RCM during life cycle development is to 
ensure that equipment or systems reliability performs 
as intended. RCM is an evolutionary life process that 
culminates in an RCM Plan.  This plan will help to 
mitigate the impact of systems operational failures 
since failure modes have been identified early-on.

RCM has four failure modes in the following 
categories: hidden, safety and environmental, as 
well as operational and non-operational related to 
system functional failure. Failure mode, effects, and 
crit icality analysis (FMECA) is the primary tool that 
designers use to identify these four categories.  To 
learn more about RCM I suggest you attend a three-
day training course offered by the RMS Partnership.  
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ReliaSoft promotes the use of engineering methodologies to evaluate and improve reliability and 
maintainability through software, services and solutions. Our products facilitate a comprehensive set 
of reliability analysis techniques, including life data analysis (Weibull analysis), quantitative accelerated 
life testing, system reliability/maintainability, reliability growth, design of experiments, standards based 
reliability prediction, FMEA, RCM, RBI, FRACAS and others. We also offer an extensive curriculum of 
reliability training courses that provide thorough coverage of both the underlying principles and theory, as 
well as the applicable software. Total life cycle support and expert resources are available on demand for 
organizations and projects of any size.

Reliability and maintainability software and services
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Reliability in the On-Demand World: 
Making it Better
by Gerard Ibarra
On-demand deliveries continue to 
grow given the wants and needs of 
people and businesses. On-demand 
is defined herein as items that must 
be picked up and delivered the same 
day within a specified time range, 
typically two to four hours for most 
items and food within thirty minutes 
from the time it is ready. This market 
continues to evolve with new and 
existing same-day delivery compa-
nies trying to make a footprint and 
service the needs of these new clients. 
The type of items delivered ranges 
from groceries to cooked meals, to 
on-line product orders and vehi-
cle parts, to specimens and blood. 
Though this is not new, what is 
new are the players getting into the 
market and those that are innovat-
ing. They are pushing the thresholds 
of this sector and as a result give 
people and businesses more choices 
from technology related solutions to 
scheduling the time and day of the 
deliveries. These are game changers 
and will force those not keeping up 
with the competition out of business. 
Thus, with on-demand growing and 
companies trying to seize this oppor-
tunity, it is important for them not to 
forget and include the reliability of 
their service.

Reliability in its simplest term is 
performance over time. In this in-
stance, how well did the company 
do with the pickup and delivery of 
an order over an extended period? If 
the company picks up and delivers 

X orders per month, were they all 
delivered in the right condition at the 
right time to the right person? To re-
duce the chances of a failure, compa-
nies must heed to the logistics of the 
delivery system. There are many ways 
to do this because of the morass of 
things involved in the delivery. They 
should at least consider the driver 
training, learning curve, order pickup 
and delivery, driver’s app, dispatch 
software and delivery area to help 
maintain a high-level of reliability. 

First, a company must think 
about the driver training given the 
type of deliveries they will make and 
for who they will make them. To 
deliver electronics, shoes, non-per-
ishable office items for example is 
straight forward. You go to the pick-
up, check the order against the items, 
collect the correct items and load 
them properly, and deliver them to 
the right company and person. How-
ever, even if it is this simple there are 
many things that could go wrong 
that affects the turnaround time 
(TAT), a key performance indicator 
that companies are measured against 
based on the order and delivery 
times. For example, the driver gets 
lost at the pickup or delivery loca-
tion. Even though they know the ad-
dress, they may have to go through a 
maze of buildings, offices and securi-
ty to get there. They lose time trying 
to find where to park, what building 
to go to, access codes or telephone 
numbers to call for entry, what 

person to see to name a few. In an 
instance such as this, the company 
must have a standard operating plan 
(SOP) for this stop and make the 
drivers aware of what they must do. 
The SOP must be reviewed with the 
driver and easily accessible to them 
for reference. On the other hand, 
medical transports such as specimens 
are much different and require more 
training and a certification to trans-
port them. Not just any driver can 
make the pickup. They must under-
stand how to handle the specimens 
from ensuring they are properly 
packed and in the correct tempera-
ture state, to transported in a proper 
cooler or container and maintain the 
proper temperature for each speci-
men. If the driver picks up a frozen 
specimen and delivers it thawed, the 
chances are high it is compromised, 
and the test may be inconclusive. 
And everything about understanding 
the pickup or delivery location in the 
first scenario is more applicable here 
because the facilities the driver will 
go to are hospital systems and labs. 
It is much more difficult for someone 
to find their way around in such a 
facility. Proper training and SOPs are 
crucial to reduce the likelihood of a 
late or damaged delivery.

Next, is the learning curve. A 
company must consider the type of 
training and procedures they put 
in place to help obviate failures. If 
too complicated and riddled with 
a quandary of checks and double 
checks, it could take time before the 
driver becomes efficient. This could 
affect the TATs in that they could 
spend too much time at the pickup 
going through all the procedures 
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causing precious time to elapse and 
thus makes the delivery late. The 
more impactful part of this is when 
drivers do not make enough money, 
they will not stay with the company. 
That is, since most drivers that do 
on-demand jobs work for companies 
as contractors, they typically get paid 
by the job. If they cannot do enough 
jobs in a day, that means they do not 
make the money they want and need. 
If this is the case, they stop contract-
ing for the company and as a result 
the company must find someone new 
and train them again. This resets 
the learning curve and increases the 
chances of error. The driver must be 
there long enough to become skilled 
at what they do to lessen the likeli-
hood of failures. The irony is with all 
the complicated procedures in place 
to reduce failures, it will take longer 
to get a driver skilled in pickup and 
deliveries, and if there is a high turn-
over rate, this perpetuates it further. 
To improve TATs and thus reliability, 
only put in place essential procedures 
and make it simpler to pick up and 
deliver. Creating too many processes 
could work against the company.

Another thing the company must 
consider are the instructions they 
give drivers for pickup and delivery. 
They must ensure they are pithy and 
precise. They must spell out to the 
driver what exactly to pick up and 
where to deliver. They should include 
a name, if not in violation with the 
Health Insurance Portability and 
Accountability Act (HIPPA), and 
description of the item. If possible, 
the client should place a bar code on 
the package and send that number 
to the company so when the driver 

picks up, they could scan the item to 
ensure they have the right thing. At 
the delivery, they should scan the bar 
code again to confirm they have the 
right item for the person or business. 
The company should also give the 
name of the person and their phone 
number. This way, if the delivery 
requires a signature and that person 
is not there, the driver could call and 
get instructions from them on what 
to do. Companies must ensure all the 
instructions and data needed for a 
pick up and delivery are effectively 
communicated to the driver. Keep it 
simple and to the point. Not doing 
so can cause late or missed pickups 
and deliveries.

Furthermore, the company should 
have a driver app that is intuitive and 
easy to use. The user experience (UX) 
is important as a great deal of data is 
exchanged between the company and 
driver. If the APP is difficult to use, 
the driver may not pick up the right 
things, go to the wrong location, or 
collect wrong or insufficient data to 
complete the order correctly. Drivers 
could spend more time getting trained 
on how to use the app than learning 
the SOPs of specific customers or 
being certified for medical transport. 
If the UX is difficult enough, the 
driver may enter the wrong data, or 
they could be forced to call the office 
and have a customer service repre-
sentative (CSR) record the stop. This 
means the CSR will enter the data 
required by the customer such as the 
pickup and delivery times, item count, 
temperature of specimens, and name 
of the person who signed. Any time a 
human is manually transcribing data 
between different platforms, there are 

chances of an error. Another possible 
error is the driver calls ten minutes 
after the stop and forgets who signed, 
how many items they delivered, and 
the delivery time. To have accurate 
records, the company should have a 
driver app with an exceptional UX. 
Otherwise the faulty data could pro-
duce incorrect actionable processes or 
delivery times that ultimately affects 
the reliability of the service.

In addition, companies should 
consider investing into their dispatch 
software. Not having the software 
or the right one could make or break 
a company. If the company lacks 
highly-skilled and the right number 
of dispatchers, or dispatchers that 
are knowledgeable in the markets 
they serve, this could cause all types 
of failures. There are many nuances 
within markets that if the person dis-
patching does not recognize or have 
time to properly review and dispatch 
them, could negatively impact the 
TATs. For instance, a dispatcher not 
familiar with the market has an order 
in queue that they are not sure of 
the distance between the pickup and 
delivery. They also do not have time 
to look it up, and because of the fast-
paced environment, gives the order to 
a driver nowhere close to the pickup 
and causes a late delivery. It could 
also affect the company in a bad way 
if they continue to grow through 
acquisition or landing major clients. 
The company is growing rapidly, 
and to get a dispatcher at a skill level 
where they can send jobs to drivers 
somewhat effectively, takes at least 
one week assuming they have done 
this before. In the meantime, TATs in-
crease and reliability decreases. There-
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fore, having the right software can 
help the dispatcher make better and 
more informed decisions. It reduces 
the number they must make and frees 
up their time to focus on exceptions. 
It also cuts down the training time of 
the dispatcher. The software should 
have the ability to assign orders to 
drivers automatically for optimum 
TATs and let the dispatchers tweak 
them as they see fit. For instance, if 
the company has over 100 orders at a 
given hour, it is extremely difficult for 
the dispatcher to keep up with all the 
orders. That is, where is every driver, 
where are the orders in relationship 
to the pickup and delivery, and what 
time are they due. With the software, 
the dispatcher could focus on excep-
tions such as informing drivers of ac-
cidents or road closures, arranging for 
other drivers to pick up items from 
a driver that became immobilized, 
or calling the customers to let them 
know their delivery will be late due to 
this reason. Informing clients of late 
deliveries goes a long way with them 
and does provide somewhat of a re-
prieve on the TATs. Those that are in 
the logistics side know things happen 
beyond our control. However, to noti-
fy clients of late deliveries, companies 
need the right software to reduce the 
time a dispatcher spends assigning 
jobs or getting trained and lets them 
focus more on the exceptions. 

Lastly, having drivers cover the 
entire Metropolitan Statistical Area 
(MSA) of a major city is challenging. 
It is possible to do, but it increases 
the learning curve. They must know 
the entire city, the ins and outs of 

congested areas, and have alternate 
routes in the event of accidents, 
inclement weather, and construction. 
Instead, the company should break 
up the city into say four zones with 
equal work. Drivers are then assigned 
based on the amount of work to spe-
cific zones. This reduces their learning 
curve since it reduces their coverage 
area. Instead of knowing all the nu-
ances and idiosyncrasies of the MSA, 
they are reduced to knowing only 
one fourth of it. Now getting around, 
understanding the SOPs in this quad-
rant, and learning more about the re-
petitive clients, gives the driver a huge 
advantage. They are in tune with the 
area to the highest degree and as a 
result perform more effectively and 
thus improves reliability.

In short, the on-demand world 
is robust and continues to grow. 
The market conditions are right for 
people and businesses who want or 
need things immediately. This could 
be anything from shoes or books, to 
food or flowers, to specimens and 
blood. For companies that partici-
pate in this world, being reliable is 
a major key to success. Therefore, 
they should at least consider driver 
training, the learning curve, effective 
order communication, the driver’s 
app, dispatch software and delivery 
area as part of their arsenal to main-
tain and increase reliability. ■
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needs to be designed into a systems 
beginning at the concept explora-
tion phase. Also, as RCM tasks are 
evolutionary, they are developed and 
refined throughout the life cycle. 
These evolutionary tasks can be cat-
egorized preventative maintenance 
decisions that result in robust pre-
ventative maintenance control plans 
for field systems. In this context it 
can be said that RCM determines the 
maintenance requirements to ensure 
operational system performance as 
intended. The RCM plan is a preven-
tative failure document that helps to 
preserve system functionality. The 
RCM plan is an output that will help 
mitigate the impact of system opera-
tional failures since the design team 
has early-on identified failure modes 
and how to detect them.

The following chart displays the 
major elements of a system. The 
chart identifies numerous mainte-
nance elements. However, we should 
not have the word “maintenance” in 
RCM narrow our perspective during 
the life cycle design process and in 
providing an RCM plan. Robust reli-
ability requirements include address-
ing each of these system elements; 
maintainability, like reliability does 
not exist in a vacuum.

The RCM process places failure 
modes into four categories: hidden 
failures, safety, environmental, op-
erational and non-operation conse-
quences. A failure mode is said to be 
any event that results in a functional 
failure. Failure modes need to be 
identified in detail so that a failure 
mode strategy, and eventually a fail-

ure mode plan, can be implemented. 
Failure mode, effects, and critical-

ity analysis (FMECA) is an excellent 
design tool used in the development 
or assessment of a product/process 
to identify the four categories of 
failure mentioned above. It evaluates 
a system relative to possible failures, 
anticipated modes and expected 
frequency of failure to include cause, 
consequences, and the impact on the 
system. FMECA is used to identify 
areas of criticality where either rede-
sign is required or scheduled items 
replacement are necessary to main-
tain operational reliability.

To reduce cost and system down-
time the design team, from concept 
exploration to production, must en-
deavor to take steps to identify ear-
ly-on maintenance issues related to 

Editorial, from Page 1
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age-related failure, operator errors, 
schedule and rotation periods, cost 
factors to include restore or discard, 
mean-time between failures (MTBF), 
and the consequences of a failure in 
conjunction with a real-time mon-
itoring scheme. These maintenance 
tasks are proactive measures to help 
ensure the reliability integrity of a 
system and to optimize operational 
performance and minimize down-
time costs. 

RCM may not be a foremost 
thought of the design team as they 
work to make reliability an integral 
part of the life cycle process. How-
ever, given that the goal of reliabil-
ity is to predictably maintain per-
formance over time, then it follows 
that RCM should designate critical 
reliability design tasks. RCM, when 
properly implemented, will help 
preserve the system by helping to 
identify specific failure modes that 
result in a loss of function. 

To help promote the importance 
of RCM to the government-industry 

technical community the RMS Part-
nership is advocating taking of the 
following course:

RMSP304: Reliability-Centered 

Maintenance. Reliability-centered 

maintenance, RCM, includes the 

application of the advancing body 

of knowledge for mission reliability, 

maintainability and availability to 

achieve life-cycle sustainability by 

making the transition from restoring 

system functionality through un-

scheduled repair maintenance (cor-

rective maintenance) to preserving 

system functionality through sched-

uled maintenance (preventive main-

tenance). The implementation of 

RCM is achieved by following one of 

three paths: condition-based main-

tenance (CBM), time-directed main-

tenance (TDM), and stress-directed 

maintenance (SDM). Determination 

of the appropriate path is achieved 

by reliability failure analysis. Key 

concepts include: understanding 

the economic and safety benefits of 

RCM, the three paths of RCM and 

the method to determine the applica-

ble path, and understanding how the 

organization’s risk of failure enables 

determination of a cost optimum 

policy for part replacement.

This is a three-day course that can 
be taken on-site both nationally and 
internationally. The same course can 
be taken online for a slightly extend-
ed period of time. For all those who 
are interested in achieving optimal 
system reliability and efficiency at a 
reasonable cost while minimizing the 
risk of operational failure, this course 
must be a high training priority. Sys-
tem and design engineers and logisti-
cians, come one-come all, you, your 
organization and the user community 
of your systems will all benefit. 

Organizations and individuals 
interested in making arrangements for 
the above training opportunity should 
contract me at president@rmspartner-
ship.org or at Cell: 703-967-3025. ■
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