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Abstract-  In the olden days security have been provided by 

using Id cards, pass words called as a token based security. 

Authentication is the most important property in the real 

world. Based on the authentication only security will 

happen. Traditional authentication and security methods are 

not providing much security because of pass word sharing 

or stolen by pass words or shared by ID cards. Present days 

security has been provided based on finger prints, retina, 

and face. Because these features are unique so that security 

will be provided effectively. At the same time extracting the 

features is also very important. Features can be extracted by 

using traditional methods is not efficient for authentication 

because are all based on the deterministic process. Now a 

days for improving the accuracy of algorithms for 

authentication probabilistic and approximation methods are 

used for feature selection and extraction. In this paper face 

and finger can be considered for authentication. This paper 

can be organized into three ways. 1. Feature selection and 

extracting the features based on the probabilistic method 

Lower Upper Factorization (LU) 2. Fusion can be done 

based on the Principle component analysis 3. Features can 

be decoded by using Khatri Rao product 4. Distance 

between training and testing can be calculated using Mean 

square Error (MSE). 

Key words- Fusion, Probabilistic and Approximation 

methods, Principal Component Analysis (PCA), LU 

factorization, Mean Square Error. 

I. INTRODUCTION 

For any algorithm modelling (Design) is the most important 

factor for accuracy and authentication in Biometric system. 

Once model is defined it is easy to test it in computers as 

opposed to physical experiment. 

In traditional systems pin numbers are used for security. But 

if there is a problem with pin numbers because of forgotten 

or stolen by other persons similarly card based security is 

also. To solve these problems Biometric comes into picture 

to solve these problems. Now a days all the banking sectors, 

smart phones, security purpose biometrics are widely used 

for authentication. 

A.  Biometrics 

Now a days most of the security models are designed with 

Biometrics [1,2,3]. Because the bio metrics are vary from 

person to person. No two people are having the same 

biometrics like face , finger, retina. These traits are used for 

security and authentication. But these are also having some 

restrictions even though these traits are much useful for 

authentication. Same time these features are not stolen or 

shared. For authentication use these features individually or 

combination of two or three traits and generate one feature 

set and stored it in the smart card and compare these with 

test features.  

Biometric systems [4,2,3] can be modelled in two ways. 

One is detection mode, which can be used for detection of 

unknown person and second is certification mode in which 

detected person is certified as authenticated or not. But these 

systems are also having some limitations though these 

systems provide better solutions when compared to the 

traditional ways. 

B. Multi Biometric systems 

Generally at the time of beginning all the biometric systems 

are designed by using single features called unimodel 

biometric systems. But there are some limitations in the 

unimodal biometrics. Suppose face can be considered  as a 

trait, twins are having similar features. In this case 

authentication can be done wrongly. Similarly fingers can 

be considered as tarits if any damage occur for the fingers 

authentication not done perfectly. At the same time at the 

time of capturing the Face or finger some noisy is added that 

will reduce the accuracy of our model. 

By solving all these problems multi biometric systems can 

be used for authentication. Here face and finger or finger 

and retina or face and palm all these combinations can be 

used for modelling the systems. even though if any one of 

the trait is damaged other trait can be helpful for 

authentication. Now a days most of the systems are 

designed with multi biometric systems[2,5,6]. Aadhar cards 

are also having multi biometric systems. 

The proposed system can be work in the following levels. 

1. Feature extraction level: here features can be extracted 

using Lower Upper Factorization(LU Factorization). 

2. Computational level: feature selection and feature 

extraction can be combined  by using khatri-rao Product 

3. Decision level: final decision can be done by comparing 

the stored features with testing features using distance 

metrics. 

In this process first apply the pre processing for both the 

training images finger and face then perform the image 

fusion [7] by using principal component analysis. After 

apply the fusion features can be extracted using LU 

factorization. These features can be decoded for the security 

by using khatrirao Product and stored it in the memory. The 

same process can be done for the testing and compared with 

the stored data by using mean square error technique. Based 

on the distance decision can be taken. 
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II. FEATURE SELECTION AND 

EXTRACTION 

Feature selection and extracting the features [13,14] from 

the images is a challenging method. There is number of 

algorithms exits in the literature. But each algorithm is 

having its limitation. Approximation techniques [15] are 

mainly used when the dimensionality of the set is low. 

Whenever apply the approximation methods features can be 

selected from the small subset of the vector spaces. 

A. LUfactorization 

Lower and Upper (LU) decomposition of a matrix is the 

multiplication of lower and upper triangle matrices. 

Sometimes it can also be considered as Gaussian 

Elimination.  

Let A be a NxN matrix, it can be written as a product of 

lower( L) and upper (U) matrices as 

LU=A 

i.e [ 

𝑙11     0    0
𝑙21    𝑙22  0

𝑙31   𝑙32   𝑙33

] [

𝑢11  𝑢12  𝑢13

𝑢21  𝑢22  0
𝑢31   0     0

] = [

𝑎11   𝑎12  𝑎13

𝑎21   𝑎22  𝑎23

𝑎31     𝑎32  𝑎33

] 

 

It provides 𝑁2 equations for 𝑁2 +  𝑁 equations. These can 

be solved using crout’s method.  To solve this matrix 

equation 

 

                          Ax=LU(x)=L(Ux)= b 

 

First solve Ly=b for y. It can be solved by forward 

substitution 

𝑦1 =
𝑏1

𝑙11

 

𝑦𝑖 =
1

𝑙𝑖𝑖

(𝑏𝑖 − ∑ 𝑙𝑖𝑗

𝑖−1

𝑗=1

− 𝑦𝑗) 

For i=2....N . Now Solve Ux=y for x . It can be obtained by 

back substitution 

𝑥𝑁 =
𝑦𝑁

𝑢𝑁𝑁
  

𝑥𝑖 =
1

𝑢𝑖𝑖

(𝑦𝑖 − ∑ 𝑢𝑖𝑗

𝑁

𝑗=𝑖+1

𝑥𝑗) 

 

Algorithm 

 

Assign U=A, L=I 

 

For k= 1:m-1 

For j=k+1 : m 

L(j,k)=  U(j,k)/U(k,k) 

U(j,k:m)=U(j,k) U(k, k:m) 

End  

End 

 

Once features can be extracted these features can be 

encoded by using the approximation reasoning technique 

khatrirao product [16].  

 

III. IMAGE FUSION 

Once pre processing is done the next step is to reduce the 

image dimensionality and perform the fusion. Here face and 

finger can be fusion[8,9]  by using Principal Component 

Analysis(PCA) 

 

A. PRINCIPAL COMPONENT ANALYSIS 

Principal Component Analysis [10,11,12] is a mathematical 

method that convert unrelated variables to related variables 

and also it reduces the highest dimensionality sub space to 

lowest dimensionality new subspace. 

It has the following steps 

1. create a trained image data set and calculate the mean 

value of all the images 

2. Measure the difference between mean and training 

images  

3. Find the covariance matrix of the above step 2 

4. Calculate the eigen vectors and eigen values of the above 

covariance matrix 

5.  Retrieve the largest eigen values and form the eigen faces 

6. Find the weights of all the trained images by using this 

eigen faces and stored them in memory 

 

The above process can be done for both the face images and 

finger images. Calculate the weights of face and finger 

images and merge these both weights and crate one single 

image called fusion image. 

 

B.  KHATRI RAO PRODUCT 

Let A=(aij) and B=(bij) are two mtrices. The Khatri rao 

product can be derived as  

A ∗ B = (Aij⨂Bij)ij
 

Where Aij⨂Bij is of order mipiXnjqj and A*B is of order 

(∑ mipi)X(∑ njqj) and it is a refined form of Kronecker 

Product.  

 

IV. EXPERIMENTAL ANALYSIS 

For the experimental Analysis we use the standard 

[17,18,19] data bases for testing the performance of the 

model. At the same time some realistic data collected 

through cam and finger print scanner are also used. But 

results shows better results on standard databases. In the 

verification process used the Mean Square Error(MSE)[20]. 

It can be calculate the difference between the training 

images and tested images. Let us consider training images 

as S and testing images as ST, then the MSE between these 

two can be calculated as 

 

𝑀𝑆𝐸 =
1

𝐾
∑ 𝑆, 𝑆𝑇

𝑘

𝑖=1
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The experiments can be done on the standard data bases for 

the key sizes 8x8,16x16,...,64x64. All these experiments can 

be done on 2GB RAM,  Intel core i3 processor with 500GB 

HD. 

 

IV.1 FALSE MATCH AND FALSE NON MATCH 

If we want to check the performance of the system we need 

to check the false matching rate and false non matching rate. 

In the false matching rate the system will treat the correct 

input as wrong input. In the false non mating the system will 

treat incorrect as a correct. Based on these two things we 

can check the performance of any bio metric system. Both 

these errors can be calculate based on the percentages of 

matching with the threshold value d. The following table 

will shows the results obtained by changing the key values. 

 

Table 1: Results for different key sizes 

 
Here we consider the threshold value d=0.091. Based on this 

threshold value false match and false non match can be 

calculated. For this threshold value all the similar images 

can be identified but for the key size 8x8 false matching rate 

can be identified. Because very less features are having for 

the key size 8x8 false matching can be detected. 

 

V. CONCLUSION 

In this paper we proposed a model for feature selection and 

feature extraction based on approximation neighbourhood 

strategy. In this feature selection and extractions can be 

done by LU factorization and extraction features can be 

fusion by using Principle Component Analysis and calculate 

the weights of training images by projecting on to the fusion 

image and decode these features by using khatri rao product 

and stored in memory. The same can be done for testing 

images and calculate the distance between training and 

testing images by using Mean Square Error. The algorithm 

works for all the key sizes except for the key size 8x8. 
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