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Abstract -- The data mining is the technique which is applied 
to extract useful information from the rough data. The prediction 

analysis methods are used to predict the future values from the 

current available data. This research mainly focused on the 

prediction analysis using the techniques of classification. In 

existing techniques, support vector machine (SVM) classifier 

shows good results for the prediction analysis. In this paper, we 

proposed a new model that combines both structured and 

unstructured classifier i.e. K-means based classifier is used to 

customize the data for SVM to get the better results. The 

performance of K-means SVM classifier-based prediction system 

is evaluated on UCI heart disease dataset. The proposed method is 

implemented in MATLAB and results are analyzed in terms of 
accuracy and execution time. 

Keywords-- Data Mining, Heart Disease, K-means, Prediction 
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I. INTRODUCTION  

There is huge amount of data being generated by various 

applications that need to be stored in data storage in an arranged 

manner. In order to analyze such huge data, powerful approaches 

or tools are required. Such approaches can achieve interesting 

knowledge for the users using decision making [1]. Thus, the 

method like data mining is applied on implicit, unknown and 

highly useful data. The process of extracting knowledge from the 

huge storage databases is known as data mining or Knowledge 

Discovery in Databases (KDD). Data mining is known as an 

important part of the KDD process even though they are 

considered to be synonyms by users. The valuable information 

from the huge databases is extracted with the help of similarities 
present amongst this data, statistics, and search strings. Data 

dredging, knowledge extraction, and pattern discovery are the 

other names used for data mining [2]. The descriptive and 

predictive types of data mining tasks are the two broader 

categories. The general properties of existing data are described 

with the help of data mining [3]. The predictions that are made on 

the basis of inference on available data are known as prediction 

data mining. The gathering and managing of data along with its 

analysis and prediction are done within data mining. Although 

machine learning approaches like restricted Boltzmann machines, 

deep neural networks, SVM are being used within several 
applications. Their most popular application is data mining. Lots 

of issues arise when the relationships amongst multiple features 

are analyzed by people. The identification of appropriate solutions 

is very difficult. machine learning approaches can be applied 

successfully to enhance the efficiency of the system. In this world, 

billions of people are suffering from heart disease. Early 

prediction of heart disease always plays an important role in the 

control and diagnosis. By early prediction, an efficient and more 

accurate treatment is also offered to the patient.  

In this paper, both structured and unstructured model are 

combined in the field of healthcare to reduce the risk of heart 

disease. A new model is proposed in which k-means algorithm is 
used to customize the data and SVM works on that specified 

cluster to predict the results. The performance of the new model is 

evaluated on the UCI heart disease dataset. Through this 

experiment, we draw a conclusion that the accuracy of the 

proposed model is better than other existing methods. 

II. LITERATURE REVIEW  

Some of the existing models that are proposed for prediction of 

heart disease are given in table 1. 

Table 1: Summary of some existing heart disease prediction model 

Author Purpose Techniqu

es Used 

Tool Accurac

y 

Florence 

et al. [4] 

This system is 

used to 

predict the 

heart attack 

and also 
discussed 

various uses 

of various 

data mining 

algorithm for 

disease 

prediction. 

Convoluti

onal 

Neural 

Network 

and 
Decision 

Tree 

Rapid 

Miner 

82% 
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Kumari 

and 

Godara 

[5] 

The objective 

is to analyze 

various data 

mining 

techniques on 

cardiovascula

r disease 
dataset 

Decision 

Tree, 

Neural 

Networks, 

Support 

Vector 

Machines 

Weka3.

6.6 

84.12% 

A. 

Taneja 

[6] 

Their purpose 

is to use 

various data 

mining 

techniques 

and an 

attempt to 

assist in the 

diagnosis of 

the heart 

disease 

Naive 

Bayes, 

Decision 

tree, 

Neural 

Networks 

Weka 

3.6.4 

89% 

P. 

Cortez 
[7] 

It presents the 

use of data 
mining 

algorithm, in 

classification 

and 

regression 

tasks. 

Neural 

Network, 
SVM 

R tool 86% 

Velu 

and 

Kashwa

n [8] 

The main 

objective is 

diagnosis of 

heart disease 

using 

Multiple 
Kohenen Self 

Organizing 

Maps 

SVM, 

KSOM 

Orange 99.1% 

Waghul

de and 

Patil [9] 

Their focus is 

mainly on 

Genetic 

Neural 

Approach for 

Heart Disease 

Prediction 

Genetic-

Neural 

Network 

Matlab 98% 

  

III. EXISTING METHODOLOGIES 

A. Support Vector Machine 

SVM is a popular classifier that is used in regression, 

classification and general pattern recognition within data mining 

[10]. The initial form of SVM is a binary classifier where the 

output of the learned function is either positive or negative [11].  

There is no need to add any prior knowledge. When there is the 

high dimension of input space then using Kernel methods it offers 

better results. SVMs does the mapping from input space to feature 

space to support nonlinear classification problems[12]. The kernel 

trick is helpful for doing this by allowing the absence of the exact 

formulation of mapping function which could cause the issue of 

the curse of dimensionality. Geometric representation is the best 

classification function within this approach. A separating 

hyperplane 𝑓(𝑥) that passes through the middle of two classes is 
correspondent to the linear classification function in case of a 

linearly separable dataset [13].  

B. K-Nearest neighbor 

The learning performed using analogy is the base of KNN 

classifiers. With the help of n-dimensional numeric attributes, the 

description of the training samples is done. A point within the n-

dimensional space is represented by each sample. Thus, within the 

n-dimensional pattern space, all the training samples are stored. 

The pattern space for k training samples which are nearest to 

unknown samples is searched by KNN classifier in the case when 

an unknown sample is given. The Euclidean distance helps in 

defining the closeness of samples. Thus, amongst two given points 

𝑋 = (𝑥1, 𝑥2, . . . , 𝑥𝑛)  and 𝑌 = (𝑦1, 𝑦2, . . . , 𝑦𝑛) , the Euclidean 
distance can be defined by: 

 𝑑(𝑋, 𝑌) = √∑ (𝑥𝑖 − 𝑦𝑖)
2𝑛

𝑖=1       …(1) 

As all the computation is delayed to that particular time duration, 

the speed of classification becomes less. Each attribute is assigned 

with equal weight by nearest neighbor classifiers which are not 

possible in decision tree induction and backpropagation [14]. In 

case there are several irrelevant attributes within the data, 

confusion might be generated here. In order to provide a 

prediction, the nearest neighbor classifiers can also be utilized 

such that for a given unknown sample, the real-valued prediction 

can be returned [15]. The average values of real-values that are 

associated with k-nearest neighbors are returned here by this 

classifier. Amongst all other machine learning algorithms, the 

KNN is the simplest one. On the basis of the majority votes of the 
neighbors, an object can be classified. 

IV. PROPOSED METHODOLOGY  

The prediction analysis technique is used to predict the situations 

according to the input dataset. The prediction analysis requires 
two phases. In the first phase, the k-mean clustering is applied 

which will cluster the similar and dissimilar type of data. In the 

second phase, the SVM classifier is applied which will classify the 

data. The k-mean clustering consists of three steps. The first step, 

the arithmetic mean of the whole dataset is calculated which is 

taken as the central point. The second step, Euclidean distance is 

calculated for all the points from the central point. Finally, the data 

will be clustered according to their similarity. The clustered data 

will be given as input to the SVM classifier for the classification. 

The data classification quality depends upon the cluster quality. In 

this work, the k-mean clustering algorithm will improve the 
cluster quality which increases classification quality. 

Backpropagation algorithm is used to calculate the Euclidean 
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distance in a dynamic manner and Euclidean distance at which 

maximum accuracy is achieved is the final distance for the data 

clustering. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig 1: Proposed Flowchart 

As illustrated in figure 1, the dataset for the classification is taken 

as input and central point is calculated by taking arithmetic mean 

of the dataset. The Euclidean distance is calculated which define 

data similarity. It is calculated dynamically and final iteration is 
that at which maximum accuracy is achieved. The formula of 

(actual output – desired output) is applied which will calculate 

error at every iteration and when the error is reduced to minimum, 

the maximum accuracy is achieved. When the maximum accuracy 

is achieved, the SVM classifier has been applied to classify the 

input data.  

V. RESULTS AND DISCUSSION     

The proposed algorithm has been implemented in MATLAB-

2017b by considering the dataset which is described in table 2 and 

the description of the attributes used for the experiment is given in 

table 3. 

Table 2: Dataset Parameters 

Parameter  Values  

Dataset Heart Disease (UCI) 

Number of attributes  14 

Missing Values  No 

Prediction values 0 (no disease) and 1 (Heart Disease) 

Parameter  Values  

Table 3: Attributes used in the prediction model 

Clinical Features Description 

Age Age 

Ca Number of major vessels (0-3) colored 

by fluoroscopy 

Chol (mg/dl) Serum Cholesterol 

Cp Chest Pain type 

Exang Exercise-induced angina 

Fbs Fasting blood sugar 

Num Diagnosis of heart disease 

Oldpeak ST depression induced by exercise 

relative to rest 

Restecg Resting electrocardiographic results 

Sex Gender 

Slope The slope of the peak exercise ST 
segment 

Thal 3=normal; 6=fixed defect; 7= reversible 

defect 

Thalach Maximum heart rate achieved 

Trestbps (mmHg) Resting Blood Pressure 

 

 

Fig 2: Data Clustering 

START 

Input the dataset for the prediction analysis 

Calculate the arithmetic mean of the 

dataset which will be the central point 

Calculate Euclidean distance accuracy 

with maximum accuracy 

Maximum 

accuracy 

achieved 
Apply SVM 

classifier for the 

data classification 

Generate final 

output 

Input the dataset values which 

will be the weight for the back 

propagation algorithm 

Calculate actual value= 

∑ 𝑥𝑛𝑤𝑛 + 𝑏𝑖𝑎𝑠
𝑤=𝑛
𝑥=𝑛
𝑤=0
𝑥=0

 

 

𝐸𝑟𝑟𝑜𝑟
= 𝐷𝑒𝑠𝑖𝑟𝑒𝑑 𝑂𝑢𝑡𝑝𝑢𝑡
− 𝐴𝑐𝑡𝑢𝑎𝑙 𝑂𝑢𝑡𝑝𝑢𝑡  

 

NO 

YES 

STOP 
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As shown in figure 2, the k-means algorithm is applied with the 

back propagation for the data clustering. 

 

Fig 3: Data Classification 

As shown in figure 3, the SVM classifier has been applied to 

classify the data which is the output of data clustering. 

 

Fig 4: Accuracy Comparison 

As shown in figure 4, the accuracy of the proposed and existing 

algorithm is compared and it is analyzed that the proposed 

algorithm offers high accuracy due to the clustering of uncluttered 

points from the dataset. In the existing algorithms, SVM classifier 

is directly applied to the data classification. In the proposed work, 

K-means and backpropagation algorithm is applied for the 

dynamic calculation of Euclidean distance which accurately 
calculates the Euclidean distance for the clustering of data. 

 

 

VI. CONCLUSION  

In this work, the prediction analysis technique is applied to search 

future possibilities from the current data. This research work is 

based on the prediction analysis using techniques of classification. 

In this existing work, only SVMs are applied for the prediction 

analysis. In this research, SVM based classifier’s performance is 

improved using the K-means algorithm to provide them sorted 

data. The performance of both techniques is also separately 
analyzed in terms of accuracy and compared with the proposed 

system. The proposed algorithm shows high accuracy as 

compared to the existing algorithm. 
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