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Abstract— In a networked system, any change in the under-
lying network structure, such as node and link removals due to
an attack, could severely affect the overall system behavior.
Typically, by adding more links and connections between
nodes, networks can be made structurally robust. However, this
approach is not always feasible, especially in sparse networks.
In this paper, we aim to improve the structural robustness in
networks using the notions of diversity and trustiness. Diversity
means that nodes in a network are of different types and
have many variants. Trustiness means that a small subset
of nodes are immune to failures and attacks. We show that
by combining diversity and trustiness within the network,
we can significantly limit the attacker’s ability to change the
underlying network structure by strategically removing nodes.
Using pairwise connectivity as a measure, we show that by
appropriately distributing trusted nodes and assigning types to
nodes, network robustness can be significantly improved. We
analyze the complexity of diversifying and computing a set of
trusted nodes, and then present heuristics to compute attacks
consisting of node removals. We also present heuristics to
defend networks against such attacks by distributing node types
and trusted nodes. Finally, we evaluate our results on various
networks to demonstrate the usefulness of our approach.

Index Terms— Pairwise connectivity, network robustness,
network structure, diversity, trusted nodes.

I. INTRODUCTION

In networked systems, the overall dynamics at the system
level are deeply influenced by the underlying network struc-
ture. Any change in the network topology, such as failure of
components or loss of interconnections between components
could significantly alter the overall system behavior. Such
events could make the networks disconnected or significantly
reduce their connectivity, which is a key requirement for
various distributed control algorithms, for instance to solve
distributed consensus, or distributed estimation problems in
the presence of adversaries (e.g., [1], [2]). The problem
of characterizing and exploring ways to improve networks’
structural robustness is of immense concern across various
domains that benefit from the networking paradigm; for
instance, networked cyberphysical systems. In this paper,
we study distinctive ways of improving network’s structural
robustness in the face of attacks consisting of strategic
removals of nodes from the network.

To quantify the consequences of node (edge) removals,
and characterize the robustness of network structure, numer-
ous measures have been identified in the literature, including
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vertex (edge) connectivity, tenacity, toughness, fragmentabil-
ity, r-robustness, and others [3]. These measures aim to
quantify both the effort required to cause the damage; such
as the number of nodes (edges) that can be removed; as
well as the extent of damage, such as the number or sizes
of components into which the network is fragmented. Here,
we consider a widely used notion of pairwise connectivity
to measure the structural robustness. Pairwise connectivity
measures the overall fraction of node-pairs that remain con-
nected through a path after a removal of nodes (edges) [4],
[5], [6], [7]. Since nodes belonging to the same component
in a graph remain connected, pairwise connectivity, unlike
the simple notion of network connectivity, assimilates both
the number and size of components in the residual graph.
This feature makes pairwise connectivity particularly useful
to understand vulnerability of communication networks to
disasters and failures [7], [8]. In this article, we aim to
develop approaches to improve the pairwise connectivity of
a graph after a strategic removal of nodes.

Networks are made structurally robust typically by adding
more links (edges) in the underlying graph, which we call
a redundancy approach. Although effective, this redundancy
approach is not always feasible, especially when networks
are intrinsically sparse. So, we ask the question, how to
make sparse networks structurally robust without adding
extra links between nodes? Here, we propose to combine
the notions of diversity and trustiness as an alternative to
the redundancy approach to improve network’s structural
robustness, as measured by the pairwise connectivity. Diver-
sity means that network components have multiple variants,
and trustiness means that some of the nodes in the network
are hardened and are immune to attacks. We discuss these
notions in more detail in Section II. Both of these notions
basically restrict the attackers choice to remove nodes, and
consequently improve network’s robustness.

Our main contributions in the paper include combining the
notions of diversity and trustiness (as explained in Section
II) to improve the pairwise connectivity in networks. In this
direction, first, we provide a network and attack models,
and formulate the attacker and defender problems in the
presence of diverse and trusted nodes (Section III). Then, we
study the complexity of the defender problem, that is how to
manage diversity and trustiness in the network to maximize
its structural robustness, showing that the defender’s problem
is NP-hard (Section IV). We then provide heuristics to solve
the attacker as well as the defender problems (Section V),
and then evaluate our approach using benchmark networks
(Section VI). Finally, we present our conclusions and some
future directions (Section VII).



II. TECHNIQUES TO IMPROVE ROBUSTNESS

Here, we discuss various techniques through which struc-
tural robustness in networks can be improved. The common
point in all such mechanisms is to somehow impede the
attackers ability to launch an attack that can significantly
reduce connectivity between nodes.

A. Redundancy

A typical approach to improving network’s structural
robustness is through redundancy, that is by having extra
devices and extra connections between them than required.
The basic idea is that in the case of removal or failure
of some components, redundant devices will take over to
ensure the smooth operations. In the context of improving
connectivity between various components, extra links are
typically created. If the network is modeled by a graph, it
corresponds to including extra edges between nodes. The
problem of strategically adding a minimum number of extra
edges to improve graph connectivity is referred to as the
connectivity augmentation problem, and has been studied
for decades, for instance see [9], [10]. Although effective,
improving connectivity between various network components
using redundancy approach is not always feasible or eco-
nomical. Thus, we aim to utilize alternative approaches to
improve network’s structural robustness.

B. Diversity

To limit attacker’s ability to compromise a system, one
strategy is to diversify the individual components or devices,
that is, have many variants of the same device. Owing to
distinct implementations of such variants, they typically have
disjoint exploitation sets and vulnerabilities. As a result, an
attacker cannot compromise all the devices by exploiting a
particular vulnerability. In fact, an attacker can only com-
promise devices belonging to the same type or class by
exploiting a particular vulnerability specific to that class.
The effectiveness of having heterogeneous implementations
of devices towards increasing network robustness has been
studied previously (e.g., see [4], [11], [12]). Diversification
of system components and devices can be achieved by
employing different operating systems, software packages,
and hardware platforms. The number of variants available
for a particular application are usually limited. A random
assignment of these variants to the components within the
network is generally not a useful approach [13]. In fact, a
careful assignment of these variants to the network com-
ponents is needed to improve network robustness using the
diversification approach.

C. Trustiness

Another way to restrict an attackers’ scope of action is
by limiting the number of devices that can be compromised.
This objective can be achieved by hardening a small subset
of devices and making them trusted. It means that we can
assume that such a small group of devices, called trusted
nodes, are secured and will continue to operate normally.

Adversaries cannot take control of them and system ad-
ministrators (defenders) can rely on their operational in-
tegrity. As a result, an attacker can only compromise the
non-trusted devices. Since hardening can be substantially
expensive, only a small subset of carefully chosen devices
can be hardened. Previously, we studied the significance
of trusted nodes towards improving network robustness in
[14], [15]. A combination of trustiness and diversification of
nodes, however, substantially improves network robustness
as compared to individual application of these techniques.

III. NETWORK MODEL AND PROBLEM FORMULATION

(a) Network Graph: We model the network as an undi-
rected graph G(V, E), in which V is the set of nodes (such
as routing nodes, clients, devices) and E is the set of
edges representing communications and interactions between
nodes. We assume that the network structure remains fixed
based on the constraints of the networking application. An
edge between two nodes u and v is denoted by an unordered
pair (u, v). The neighborhood of node v, denoted by N (v),
is the set {u : (u, v) ∈ E}. Any two nodes interact with
each other as long as they are connected, that is, there exists
a path between them. We use the terms nodes and vertices
interchangeably.

(b) Trusted nodes: These are the nodes which function
correctly throughout the network lifetime, that is, they are
hardened and are immune to attacks and failures. Conse-
quently, we assume that these nodes remain operational at
all times without faults and failures. We denote the set of
trusted nodes by T ⊂ V .

(c) Diversity of nodes: We assume that nodes are het-
erogeneous, that is, there are multiple types (or variants)
of nodes. The node types are denoted by the set D =
{D1,D2, · · · ,Dd}, and each node u belongs to one of the
types in D, which is assigned by the function Γ.

Γ : V −→ D (1)

We denote the set of nodes of type Di by Vi ⊆ V , and
define ni = |Vi|.

(d) Attack: An attacker compromises a subset of nodes and
remove them from the network, thus altering the structure,
and hence the overall connectivity of the remaining network.
An attack satisfies the following two constraints:

1) Nodes removed from the network as a result of an
attack should belong to the same type.

2) A trusted node cannot be removed.
The set of nodes removed by an attacker are denoted by
Ai ⊆ Vi, where the subscript i indicates that the removed
nodes are of type Di.

(e) Structural Robustness Measure: As discussed earlier,
there could be several measures of structural robustness. As
a result of node removals, a network can be fragmented
into multiple components. The connectivity between nodes
in the remaining network depends both on the number and
size of the resulting components. To deal with this issue,
we consider pairwise connectivity as a measure of structural



robustness of the network. Pairwise connectivity is simply
the number of node pairs that are left connected in the
residual graph as a result of a removal of some nodes from
the original graph. If |V| = n, and |Ai| = a nodes are
removed, then the number of node pairs in the residual graph

is
(
n− a

2

)
. Similarly, if Cj is the set of nodes in the jth

component of the residual graph, then all the node pairs in
that component are connected. Thus, we define the pairwise
connectivity P of the residual graph as

P =

∑
Cj

(
|Cj |
2

)
(
n− a

2

) . (2)

where |Cj | is the number of nodes in the jth component.
Note that P is simply the fraction of node pairs that are
connected through a path in the residual graph.

A. Problem Formulation

Our main objective is to minimize the damage – in terms
of reducing the pairwise connectivity – as a result of an
attack. Thus, we would like to increase the structural robust-
ness of the network as measured by the pairwise connectivity.
Instead of strategically adding edges to the graph, which is a
typical way to increasing structural robustness in graphs, we
resort to employing the node diversity and trusted nodes to
increase the pairwise connectivity and minimize the damage
inflicted by the attacker.

Here, we fix the attacker’s budget, that is, the maximum
number of nodes that can be removed is bounded |Ai| ≤ a.
Given the type assignment to nodes Γ, and the set of trusted
nodes T , the attacker’s goal is to select the type Di, i ∈
{1, · · · , d} and at most a nodes of that type to remove from
the graph to minimize the pairwise connectivity, that is

arg min
i

arg min
Ai⊂Vi;
|Ai|≤a

∑
Cj

(
|Cj |
2

) , (3)

where Cj is the jth component of the residual graph as a
result of an attack Ai. The defender’s objective is to select a
set of t trusted nodes T ⊂ V and assign a type to each node
in V \ T from the set D, that is compute Γ, such that the
pairwise connectivity of the residual graph obtained after an
optimal attack is maximized, that is

arg max
T ,Γ

arg min
i

arg min
Ai⊂Vi;
|Ai|≤a

∑
|Cj |

(
|Cj |
2

)
 , (4)

subject to |T | ≤ t and |D| ≤ d.
We note that there are two sub-problems here – first,

computing an optimal attack given the trusted nodes and
node types; and second, selecting an optimal type assignment
and trusted nodes to maximize P as a result of an optimal
attack. A special case of the attacker problem, in which
T = ∅, and all nodes are of the same type |D| = 1,

is often referred to as the critical node detection problem
and has been widely studied (e.g., see [16], [6], [17], [18]).
It has been shown that computing a set of critical nodes,
whose removal minimizes the pairwise connectivity of the
remaining graph, is NP-complete [6] even for the simple
case of T = ∅ and |D| = 1.

Example: To illustrate the problem, consider the graph
in Figure 1(a), and attack consisting of removing two nodes.
If all nodes are of the same type, then the optimal attack
consists of removing nodes 1 and 7, and the pairwise con-
nectivity of the remaining graph is 0.2857. If D = {D1,D2},
with V1 = {1, 4, 5, 6, 9, 10} and V2 = {2, 3, 7, 8} as shown
in Figure 1(b). In this case, the optimal attack consists of
removing nodes 2 and 7, and the resulting pairwise connec-
tivity is 0.5714. Moreover, if there is a single trusted node,
T = {7} as in Figure 1(c), then the optimal attack consists
of nodes 1 and 5, and the resulting pairwise connectivity
is 0.75, which is significantly better than the case in which
there is no trusted node, and all the nodes belong to the same
type.
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Fig. 1: (a) A network with all nodes of the same type. (b)
Each node belongs to one of the two types. (c) A single
trusted node along with two types of non-trusted nodes.

IV. COMPUTATIONAL COMPLEXITY

In this section, we show that computing an optimal set
of trusted nodes and node types is a computationally chal-
lenging problem. More precisely, we show that the network
robustness maximization problem, as defined below, is NP-
hard.

Definition (Network Robustness Maximization Problem
(Decision Version)) Given a network graph G(V, E), a budget
on the number of nodes that can be trusted t, a set of node
types D, an attacker budget a, and a threshold robustness
P∗, find a set of trusted nodes T ⊆ V and a node type
assignment Γ such that |T | ≤ t and

P∗ ≤ P(T ,Γ) = arg min
i

arg min
Ai⊂Vi;
|Ai|≤a

∑
Cj

(
|Cj |
2

) . (5)

Theorem 4.1: The Network Robustness Maximization
Problem is NP-hard.

We prove computational hardness by reducing a well-
known NP-hard problem, the Set Cover Problem, to the
Network Robustness Maximization Problem.

Definition Given a set U , a set F of subsets of U , and a
threshold k, find a subset C ⊆ F consisting of at most k



subsets such that C covers U (i.e., for every u ∈ U , there
exists a C ∈ C such that u ∈ C).

Proof of Theorem 4.1 – We reduce an instance (U,F , k) of
the Set Cover Problem (SCP) to an instance (G, t,D, a,P∗)
of the Network Robustness Maximization Problem (NRMP)
as follows.
• Let a = |F|.
• Construct a graph G(V, E) as follows:

– create a clique X of a+ 1 nodes;
– for each element u ∈ U , create a clique Yu of a+1

nodes;
– for each set C ∈ F , create a node vC , and create

edges between vC and each node in X;
– for each u ∈ C, C ∈ F , create edges between vC

and each node in Yu.
• Let D = {D1} (i.e., single node type).
• Let t = k and P∗ = (|V| − a)2.
Clearly, the above reduction can be performed in a polyno-

mial number of steps. It remains to show that the constructed
instance of the NRMP has a solution if and only if the SCP
instance has a solution. Note that since there is a single node
type D1 ∈ D, the node type assignment is simply Γ(D1) = V
(i.e., V1 = V). For this reason, we will disregard Γ for the
remainder of this proof and consider only T .

First, assume that the SCP instance has a solution C∗.
We show that T ∗ = {vC |C ∈ C∗} is then a solution to the
NRMP. Clearly, |T ∗| ≤ t since t = k and |C∗| ≤ k. Since
C∗ is a set cover, there exists for every clique Yu at least one
node vC ∈ T ∗ such that vC is connected to Yu. Since the
adversary cannot remove a node vC that is in T ∗, every node
from Yu will remain connected to at least one node vC after
any attack. Further, since |X| > a, there will always remain
at least one node from X after any attack, which connects
all the nodes vC ∈ T ∗ together. Therefore, the graph will
remain connected after any attack. The pairwise connectivity
of a connected graph with |V|−a nodes is (|V|−a)2 = P∗,
which proves that T ∗ is a solution to NRMP.

Second, assume that the SCP instance does not have a
solution C∗. We then show that for any set T ∗ of at most t
trustworthy nodes, there exists an attack after which pairwise
connectivity will be lower than P∗. Since there is no set
cover of at most k = t subsets in the SCP instance, the
subsets corresponding to the nodes in T ∗ cannot cover all the
elements of U . Let u ∈ U be an element that is not covered,
and consider an attack that removes all non-trusted nodes
vC 6∈ T ∗ that correspond to the subsets C ∈ F . Clearly,
this attack is feasible since |F| = a, and it will separate
the clique Yu from the remainder of the graph. Since the
pairwise connectivity of any disconnected graph of |V| − a
is lower than (|V| − a)2 = P∗, we have that T ∗ cannot be
a solution to NRMP, which concludes our proof.

V. LOCAL SEARCH METAHEURISTICS FOR THE
ATTACKER AND THE DEFENDER

Since both the attacker and the defender problems are NP-
hard, we present algorithms to find an attack and a defense

strategy based on a local search metaheuristic approach. In
particular, we use simulated annealing to find a near-optimal
attack A, and defense strategy, that is T and Γ. In the next
section, we present a numerical evaluation of these heuristics.

For the attacker case, the basic idea is to initially select
an attack Ai ⊂ Vi consisting of a nodes of the same type
Di arbitrarily, and then improve the quality of the attack
in successive iterations. In each iteration, we explore a new
attack A′i by perturbing Ai. If the pairwise connectivity of
the residual graph as a result of A′i is lesser as compared
to Ai, then A′i replaces the previous solution. However, A′i
replaces the previous attack with a small probability even if
it results in a higher pairwise connectivity. This probability
is a function of the difference between the two solutions and
a parameter often referred to as the ‘temperature’, which
decreases exponentially with the number of iterations. In the
perturbation step (line 7 in Algorithm 1), we randomly select
a node u ∈ Ai and replace it with another randomly selected
node v ∈ Vi \ Ai.

Algorithm 1 Simulated Annealing Algorithm (Attacker)
1: Input G, Vi, a, iterations.
2: Output Ai
3: Initialize: c← 1, T0, β
4: Ai ← Random Selection(Vi, a)
5: Pi ← Pairwise Conn(G \ Ai)
6: while c ≤ iterations do
7: A′i ← Perturbattack(Ai,Vi)
8: P ′i ← Pairwise Conn(G \ A′i)
9: p← e−(P′

i−Pi)/T

10: if (P ′i < Pi) ∨ (rand(0, 1) ≤ p) then
11: Ai ← A′i, Pi ← P ′i
12: end if
13: T ← T0 · e−βc
14: c← c+ 1
15: end while
16: return: Ai

If there are a total of d types of nodes, then to find the
best attack, we apply the algorithm for each type, and then
select the type i and the set of nodes Ai that result in the
smallest pairwise connectivity.

In Algorithm 1, instead of random initialization of Ai (line
4), we can use a greedy solution obtained by Algorithm 2.
This greedy solution is typically better than the random selec-
tion, thus providing a good starting point to the Algorithm
1. Along the lines in [6], We use the notion of maximal
independent set, defined below, in our greedy approach.

Definition An independent set in a graph is a set of vertices,
all of which are pairwise non-adjacent. If an independent set
is such that it is not a subset of any other independent set,
then it is called a maximal independent set (MIS).

Note that if all nodes are of the same type, and the residual
graph after an attack contains only such nodes that are in an
independent set, then the pairwise connectivity of the residual
graph is zero, and the attack is optimal [6]. Therefore, an
attack consisting of nodes in the complement of MIS could
be a good choice. Thus, the basic idea is to compute a



complement of MIS, and then greedily select a nodes to
compute an attack. Since in our attack model, non-trusted
nodes of only one type i could be included in an attack, we
first construct an alternate graph Ḡi as follows: For an attack
consisting of nodes of type i, obtain a subgraph induced by
Vi. We then add d more vertices to this subgraph, one for
each of the remaining types and one for the trusted nodes.
Let these new vertices be denoted by {vj} ∪ {t}, j 6= i. If
u ∈ Vi is adjacent to some node of type j 6= i in G, then
we add an edge between u and vj in Ḡi. Similarly, if u is
adjacent to some trusted node in G, then we add an edge
between u and t in Ḡi. An illustration of such a construction
is given in Figure 2. Once Ḡi is obtained, we compute a MIS
M, and then Vi \M (line 5), from which we construct an
attack Ai consisting of a nodes (lines 6–13).

V1

V2

V3

T

(a) G

V1

v2 v3 t

(b) Ḡi

Fig. 2: (a) A graph G with three node types and trusted nodes,
in which we need to compute an attack A1 of nodes of type
1. (b) A construction of Ḡi from G.

Algorithm 2 Attack Using Greedy Approach
1: Input G, Γ, a
2: Output Ai
3: Find a graph Ḡi
4: M← Max Ind Set(Ḡi)
5: X ← Vi \M, Ai ← ∅
6: if |X | ≤ a then Ai ← X
7: else
8: while |A|i ≤ a do
9: α′ ← arg min

α∈X
Pairwise Conn(G \ (Ai ∪ {α}))

10: Ai ← Ai ∪ {α′}
11: X ← X \ {α′}
12: end while
13: end if
14: return: Ai

For the defender, the objective is to select the trusted nodes
as well as to assign a node type to each node. We again use
a simulated annealing approach as outlined in Algorithm 3.
Initially a set of t random nodes are selected as trusted, and
each non-trusted node is assigned a type from the set D
randomly. Subsequently, in each iteration, we search for a
better T and Γ (type assignment to nodes) by perturbing
the solution, as outlined in Algorithm 4. In the perturbation
step, we replace a randomly selected trusted node in T by
a randomly chosen node in the best attack A to obtain a
new set of trusted nodes T ′. Similarly, we randomly change
the type of an arbitrarily picked node in each Vi (lines 7–9
in Algorithm 4) to obtain a new type assignment Γ′. With
this new T ′ and Γ′, we compute a best attack A′, and then
the resulting pairwise connectivity P ′. If T ′ and Γ′ is better

than T and Γ in terms of improving the pairwise connectivity
as a result of best attack, we select T ′ and Γ′ as our new
solution. As with the attacker’s case, with small probability
that decreases with the number of iterations, we select T ′
and Γ′ as our new solution even if they result in a smaller
pairwise connectivity as compared to T and Γ. Such sporadic
replacements prevent the algorithm from getting stuck in a
local minimum.

Algorithm 3 Simulated Annealing Algorithm (Defender)

1: Input G, D = {D1, · · · ,Dd}, a, t, iterations.
2: Output T , Γ.
3: Initialize: c← 1, T0, β
4: T ← Random Selection(V, t)
5: Randomly select Γ (i.e., randomly assign a type from D to

each v ∈ V \ T ).
6: A ← min

i∈{1,··· ,d}
Ai = Attack(G,Vi, a)

7: P ← Pairwise Conn(G \ A)
8: while c ≤ iterations do
9: (T ′,Γ′)← Perturbdefend(G, T ,Γ,A, {A1, · · · ,Ad})

10: A′ ← min
i∈{1,··· ,d}

A′i = Attack(G,V ′i, a)

11: P ′ ← Pairwise Conn(G \ A′)
12: p← e−(P−P′)/T

13: if (P ′ > P) ∨ (rand(0, 1) ≤ p) then
14: T ← T ′, Γ← Γ′, P ← P ′
15: A ← A′, Ai ← A′i, ∀i.
16: end if
17: T ← T0 · e−βc
18: c← c+ 1
19: end while
20: return: T , D.

Algorithm 4 Perturbdefend

1: Input: G, T , Γ, A, {A1, · · · ,Ad}.
2: Output: T ′, Γ′.
3: Initialize: Γ′ ← Γ
4: Randomly select α ∈ A, and τ ∈ T .
5: T ′ ← (T \ {τ}) ∪ {α}.
6: Randomly assign a type from D to node τ .
7: for i = 1 : d do
8: Randomly select a node v ∈ Vi, and randomly assign

a type from D \ {Di} to v.
9: end for

10: return: T ′, Γ′.

In the next section, we demonstrate that network’s struc-
tural robustness, as measured by the pairwise connectivity,
is significantly increased by having different types of nodes,
some of which are also trusted.

VI. NUMERICAL EVALUATION

We illustrate our results on two benchmark networks from
[16]. The network details are given below.

- [ER−465] The graph is generated using an Erdös-Rényi
graph model, and has 465 nodes and 699 edges.

- [BA − 500] This graph is generated using a Barabási-
Albert model using the preferential attachment mecha-
nism, and has 500 nodes and 499 edges.



In Figure 3, we plot pairwise connectivity as a function
of the number of attacked nodes computed using the Algo-
rithm 1 (considering T0 = 0.01 and β = 30/iterations). For
each network, first we plot the pairwise connectivity for the
base case, one in which there is no diversity with all nodes
belonging to the same type, and there are no trusted nodes
either. Then, we plot pairwise connectivity with no diversity
|D| = 1, but a subset of nodes (|T | = 25) being trusted. We
also plot the case in which there are no trusted nodes, but
there are two types of non-trusted nodes (|D| = 2). Finally,
we plot the cases in which both the diversity and trusted
nodes are present (that is, |T | = 25, |D| = 2).

The selection of trusted nodes as well as nodes’ types is
obtained using the Algorithm 3 (considering T0 = 0.01 and
β = 30/iterations). Plots in Figure 3 clearly indicate the
significance of having diverse and trusted nodes to improve
the pairwise connectivity of the residual graph after the
attack. As the attack size increases, the pairwise connectivity
drastically decreases if T = ∅ and |D| = 1. However,
we see a significant improvement with a small fraction of
trusted nodes and with two types of non-trusted nodes. In
fact, we observe a much smaller rate of decrease of pairwise
connectivity with an increase in the attack size if we have
few trusted nodes and |D| = 2.
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Fig. 3: Pairwise connectivity as a function of the number of
attacked nodes for (a) ER-465 and (b) BA-500 networks.

VII. CONCLUSIONS

By having multiple variants of nodes (diversity) and a
small number of hardened nodes that are insusceptible to
failures (trustiness) in a network, we can significantly im-
prove its structural robustness. In particular, damage caused
by an optimal attack that removes a certain number of nodes
from the network to minimize the pairwise connectivity of
the residual network, is substantially reduced in the presence
of diverse and trusted nodes. Thus, instead of solely relying
on the typical redundancy approach, in which extra links
are added between nodes, a combination of diversity and
trustiness approaches can be employed effectively to increase
networks’ robustness against node removals, especially in
the case of sparse networks. In this paper, we studied the
specific measure of network robustness, namely pairwise
connectivity, however, the notions of diverse and trusted
nodes can be employed adequately to improve a broad

spectrum of other network utility measures, which is also
our future direction.
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