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ABSTRACT-Fast expansion in wide area network 
facilitating the availability of low cost computational 
resources, resource sharing, scalability etc. have taken 
communication to the era of Grid Computing wherein the 
desktop computers may participate in a Global network 
activity while being idle thereby enabling large software 
systems to utilize extra hardware resources. Scheduling and 
Load Balancing, two complementary processes, play a vital 
role in Grid Computing. A number of issues restrict the 
traditional schemes, meant for devising a load balanced 
scheduling in distributed systems, to be applicable on Grids. 
Over the years, although the research community has 
contributed a number of approaches for efficient scheduling in 
Grids yet there is a need of more and more efficient fault-
tolerant approaches that may ensure effective utilization of 
resources along with ensuring the load balancing in grids. This 
paper presents a survey of the various scheduling approaches 
proposed for Grids so far with a special emphasis over 
computational grids. Further, on the basis of the central idea 
and the working principles of the various approaches 
witnessed in the literature, taxonomy of scheduling 
approaches for grids is proposed along with ascertaining the 
chronological research trends so as to facilitate the researchers 
in the domain of Grid Computing. 
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1. INTRODUCTION 

Grid computing is an extension of Cluster Computing that 
incorporates coordinating and sharing of computational power, 
data storage and network resources across dynamic and 
geographically dispersed organizations. Several factors like 
resource sharing, scalability, etc. have taken communication to 
the era of Grid computing. This permits desktop computers to 
take part in a global network activity when they are idle, and it 
enables large software systems to utilize extra hardware 
resources. When all the resources of inactive computer 
systems are gathered as an all-in-one computer system, a 

highly effective system arises in the form of Grid Computing 
System [1].  

Grid Computing System use computers which are part of 
the grid only when idle and operators can perform tasks 
unrelated to the grid at any time. Security must be considered 
when using computer grids as controls on member nodes are 
usually very loose. Redundancy should also be built in as 
many computers may disconnect or fail during processing [2]. 

Computational Grids denote systems that have a higher 
aggregate computational capacity available for single 
applications than the capacity of any constituent machine in 
the system. A Computational Grid is a hardware and software 
infrastructure that provides a dependable, consistent, pervasive 
and inexpensive access to high end computational capabilities. 
It works on multi-user environment that offers discontinuous 
demands of huge information processing [3]. Computational 
Grids can be further subdivided into distributed 
supercomputing and high throughput categories depending on 
how the aggregate capacity is utilized. A distributed 
supercomputing Grid executes the application in parallel on 
multiple machines to reduce the completion time of a job. 

Scheduling and Load Balancing in distributed systems are 
closely related to each other. While the prior one is 
responsible for deciding the execution order of the tasks, the 
later one is responsible for ensuring that all the processing 
elements of distributed system are fairly loaded. Load 
balanced task scheduling is very important problem in 
complex grid environment. So task scheduling which is one of 
the NP-Complete problems becomes a focus of research in 
grid computing area. Scheduling Algorithms are implemented 
at Grid Task Scheduler and is responsible for allocating tasks 
to resources under grid environment for execution [4]. In 
computational grid, scheduling problem is enhanced by 
minimizing makespan, maximizing system utilization, 
balancing the loads, and fulfilling economical system demand 
under user specific constraints [5]. 

The schematic for scheduling in grid systems is shown in 
Figure 1. As shown in the figure, the jobs that arrive from grid 
users are first placed in a job queue. Thereafter, as per the 
requirement of the load balancing schemes the job scheduler 
schedules the jobs from job queue to the dispatch queues of 
the appropriate computing node. The computing node 
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executes the jobs and sends the computational results back to 
the associated grid user. Several parameters are used to 
measure the performance of the scheduling and load balancing 
algorithms in computational grids such as resource utilization, 
response time, throughput, waiting time, and reliability, 
communication overheads, processing cost etc. [6].  

 

Figure 1 – Schematic for Scheduling in Grid Systems 

 

Rest of the paper is organized as follows: Section 2 briefly 
presents the major issues and challenges relevant for resource 
management in grid computing system. Section 3 presents a 
review on various types of scheduling policies in grids. 
Section 4 covers a survey on the various scheduling 
approaches proposed by the researchers for grid computing 
systems with a special emphasis over computational grids and 
propose taxonomy for the same followed by an analysis of the 
research trends in this domain.  Section 5 concludes the paper 
along with future directions for research.  

 

2. MAJOR ISSUES & CHALLENGES 

A distributed system adopts various policies for the 
resources and their usage viz.  load balancing, scheduling, and 
fault tolerance. Although a Grid belongs to the class of 
distributed systems yet the traditional policies of the 
distributed systems can not directly apply as such into a Grid. 
Computational grids have the potential for solving large-scale 
scientific problems using heterogeneous and geographically 
distributed resources. However, a number of major technical 
hurdles must be overcome before this goal can be fully 
realized. Further, due to the distribution of a large number of 
resources in a Grid environment and the size of the data to be 
moved among them, the traditional distributed approaches do 
not provide accurate results in a Grid.  

Effective resource management ensures optimal resource 
utilization and system throughput and thereby enhances the 
performance of the grid system. Hence, the scheduling and 
load balancing techniques should be “fair” in distributing the 
load across the grid nodes. “Fair” means that the difference 
between the “heaviest loaded” node and “lightest loaded” 
node should be the minimum [7]. 

With the rapid advancement in technology, the numbers of 
users are also increasing simultaneously to access resources in 
the heterogeneous and dynamic environment supported by 
grids. In a real world scenario, the job arrival patterns are 
volatile and the computing capabilities are unpredictable and 

asymmetrical. The few nodes in a particular grid site may 
become overloaded while other nodes on the grid sites may be 
under-loaded. Therefore, the heterogeneous and the dynamic 
environment of grids require effective scheduling and load 
balancing in order to make the best usage of the performance 
of the grid nodes [8 - 9]. 

The following issues make the resource management more 
difficult and challenging task in a Grid Computing System [10 
- 18].  

2.1  Heterogeneity 

The heterogeneity exists in both the computational and 
networks resources. Firstly, the networks used in Grids may 
differ significantly in terms of their bandwidth and 
communication protocols. Secondly, computational resources 
are usually heterogeneous. Because resources may have 
different hardware such as instruction set, processors, CPU 
speed, memory size and different software like operating 
systems, file systems and so on.  

2.2  Autonomy 

Typically a Grid may comprise of multiple administrative 
domains. Each domain shares a common security and 
management policy. Each domain usually authorizes a group 
of users to use the resources in the domain. Thus, the 
application from non-authorized users should not eligible to 
run on the resources in some specific domains. Because, the 
multiple administrative domains share Grid resources, a site is 
viewed as an autonomous computational entity. It usually has 
its own scheduling policy, which complicates the task 
allocation problem. A single overall performance goal is not 
feasible for a Grid system since each site has its own 
performance goal and the scheduling decision is made 
independently of other sites according to its own 
performances. 

2.3  Scalability  

A Grid may grow from a few resources to millions. This 
raises the problem of potential performance degradation as the 
size of a Grid increases.  

2.4  Efficient Resource Management 

It refers to efficiently manage the different types of 
resources like bandwidth, processing power, etc. so that they 
can be efficiently utilized and satisfy the need of the users. It 
is one of the fundamental requirements in grid computing 
where resources are quite limited and need to be utilized 
properly.  

2.5  Stagnation 

Stagnation is one of the complicated issues in Grid 
computing systems which occur when a large number of 
submitted tasks are assigned to a specific resource and make it 
overflow thereby causing a load imbalance in the grid system. 

2.6  Fault Tolerance & Adaptability  

The Grids are characterised by geographically dispersed 
scalable architecture with multiple administrative domain 
which is prone to failures either by the failure of nodes or the 
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failure of links between them. In either of these cases, the 
efficacy of the system is determined by the resource 
management equipped with efficient mechanisms for failure 
detection and recovery so the resource managers has to be 
adaptive and must tailor their behaviour dynamically so that 
they can extract the maximum performance from the available 
resources and services. 

2.7 Dynamic Behaviour  

The pool of resources can be assumed to be fixed or stable 
in the traditional parallel and distributed computing 
environments while in Grids both the networks and 
computational resources exhibit dynamicity. First, a network 
shared by many execution domains like internet may not 
provide guaranteed bandwidth. Second, both the availability 
and capability of computational resources may exhibit 
dynamic behaviour as sometimes new resources may join the 
Grid and sometimes some of the existing resources may 
become unavailable due to problems like network failure. The 
resource managers must tailor their behaviours dynamically so 
that they can extract the maximum performance from the 
available resources and services. 

2.8 Application Diversity 

The Grid applications involve a wide range of users, each 
having its own special requirements. For example, some 
applications may require sequential executions, some may 
consist of a set of independent jobs and other may consist of a 
set of dependent jobs. In this context, building a general 
purpose load balancing system seems extremely difficult.  

2.9 Resource Non-Dedication 

The resource usage contention appears as a major issue 
due to the non-dedication of resources resulting into 
inconsistency of behaviour and performance and posing a 
challenge for designing an accurate load balancing model. The 
resources that are united in grid are geographically distributed 
and different individuals or organizations own each of them. 
Additionally they have their own access policies, processing 
cost, and mechanism. The resource administrators are 
responsible to manage and control using their desired 
management and scheduling system.  

2.10  Resource Selection and Computation-
Data Separation  

Unlike the traditional systems, where the executable codes 
of applications and input/output data are either on the same 
site or the input sources and output destinations are 
determined before the submission of an application, in a Grid, 
the computation sites of an application are selected by the 
Grid scheduler according to resource status and some 
performance criterion. Further, the communication bandwidth 
of the underlying network is limited and is shared by a host of 
background loads, so the communication costs may not be 
neglected. This situation brings about the computation-data 
separation problem and thereby compels to select a 
computational resource that can provide the low 
computational cost by neutralizing its high access cost to the 
storage site.  

2.11  Job & Data Migration 

Computational grids have the potential for solving large-
scale scientific problems using heterogeneous and 
geographically distributed resources. In view of the issues 
caused by computation – data separation discussed above, one 
problem critical to the effective utilization of computational 
grids is efficient job scheduling. This challenge is addressed 
by defining grid scheduling architecture and several job / data 
migration strategies.  

2.12 Processing Cost 

The processing cost also poses a challenge in grids. As the 
resources belong to different individuals / organizations and 
are geographically dispersed there is always a variation in 
costs for various framework clients for their asset utilization 
which varies from time to time. 

The aforesaid challenges put significant obstacles to the 
problem of designing an efficient and effective load balancing 
system for the Grid environments. Some of the problems 
caused by these factors have not yet been solved successfully 
and still remains as an open research issue. Thus, it is 
challenging to design a load balancing system for the Grid 
environment [19]. 

 

3. TYPES OF SCHEDULING 

Different scheduling approaches for distributed systems, 
reported in the literature, can be classified as follows [20 - 22], 
although there exist an overlapping and they are not clearly 
distinct of each other:  

3.1 Static vs. Dynamic Scheduling  

In static scheduling, jobs are pre-scheduled and all the 
information about available resources and tasks in application 
must be known and a task is assigned once to a resource, so 
that it’s easier to adapt based on scheduler’s perspective. On 
the other hand, dynamic scheduling is more flexible than static 
scheduling where jobs are dynamically available for 
scheduling over time by the scheduler.  

3.2  Centralized Vs. Decentralized Scheduling 

A centralized scheduler is responsible for making global 
decision. It offers a number of benefits like ease of 
implementation, efficiency, more control and monitoring on 
resources. Its drawbacks include lack of scalability, fault 
tolerance and efficient performance so it is not recommended 
for large-scale grids. On the other hand, Decentralized 
Scheduling or Distributed Scheduling is more realistic for real 
grids despite of being inefficient as compared to centralized 
scheduling. 

3.3  Co-operative vs. Non-Co-operative 
Scheduling 

In cooperative scheduling, system have schedulers, each 
one of which is responsible for performing certain activity in 
scheduling process towards common system wide range based 
on the cooperation of procedures, given rules and current 
system users. 
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3.4 Preemptive vs. Non Preemptive Scheduling 

Preemptive scheduling allows each job to be interrupted 
during execution and a job can be migrated to another 
resource leaving its originally allocated resource unused to be 
available for other jobs. It is more helpful if there are 
constraints as priority to be considered. On the other hand, in 
Non Preemptive Scheduling resources aren't allowed to be re-
allocated until the running and scheduled job finished its 
execution.  

3.5 Immediate vs. Batch Scheduling 

In Immediate Scheduling, scheduler schedules any recently 
arriving job as soon as it arrives with no waiting for next time 
interval on available resources at that moment. It is also called 
Online Mode Scheduling. On the other hand, in Batch 
Scheduling the scheduler holds arriving jobs as group of 
problems to be solved over successive time intervals, so that it 
is better to map a job for suitable resources depending on its 
characteristics. It is also called Offline Mode Scheduling.  

 

4. TAXONOMY OF SCHEDULING APPROACHES 

Taxonomy of the various scheduling approaches available 
in literature for grid environment with special emphasis over 
computational grids on the basis of the central idea and 
working principle behind the approach is proposed as shown 
in the Table 1. An overview to the various approaches 
summarized therein is as follows: 

4.1 ABSTRACT APPROACHES 

This class comprise of the most basic approaches on 
scheduling as follows: 

4.1.1  First Come First Serve (FCFS) 

It is an abstracted way of organizing and allocating of 
resources to jobs over time, it serves as a principle of a queue 
processing or demands’ servicing by ordering that means what 
comes in first is allocated first, what comes in next waits until 
the first is finished [23]. FCFS is implemented through 
parallel processing aiming at tuning resource allocation time 
with the selected task from the incoming tasks in [24]. A 
variant of FCFS entitled Opportunistic Load Balancing (OLB) 
or myopic algorithm in proposed in which works on assigning 
each task in a queue, in arbitrary order, to the next expected 
resource to be available, irrespective of the task’s expected 
execution time using resources [25-29]. It is obviously clear 
that (OLB) works on keeping all machines as busy as possible. 
FCFS is generally recommended for Space Shared scheduling 
mechanism in a distributed multiprocessor environment. 

4.1.2 Round Robin (RR) 

Round-robin (RR) is a simple scheduling algorithm, based 
on time sharing among jobs in equal slice / quantum and in 
circular queue without priority so it is simple and easy to 
implement, but it has a starvation problem so it focuses on 
fairness between jobs [30-31]. The advantage of RR over 
FCFS and other similar mechanisms is that no job has to wait 
for another one to be completed. However, this algorithm is 

not a good choice for jobs characterized by large variation in 
size and requirements as it leads to a situation where a job is 
never been satisfied and in turn leads to starvation or 
indefinite blocking. Round Robin is generally recommended 
for Time Shared Scheduling mechanisms in distributed uni-
processor environment. 

4.1.3 Join the Shortest Queue (JSQ)  

JSQ algorithm does not require the task length for its 
scheduling decision and assigns each task to the resource with 
the minimum number of waiting tasks in its queue. It only 
needs the real time number of tasks in each resource queue 
which is collected from all of the resources at the time of each 
scheduling decision [32]. 

4.2  HEURISTIC BASED APPROACHES 

In view of the fact that problem of computing the optimal 
schedule belongs to the class of NP-Complete problems, 
various heuristics to devise the near – optimal schedule are 
commonly used by the research community. These are 
discussed as follows:  

4.2.1 Minimum Execution Time (MET)  

In contrast to OLB, Minimum Execution Time (MET) 
arbitrarily assigns each task to the machine with the best 
expected execution time for that task, regardless of that 
machine's availability [33-34]. The motivation behind MET is 
to give each task to its best machine. This can cause a severe 
load imbalance across machines. In general, this heuristic is 
obviously not applicable to heterogeneous computing 
environments characterized by consistent ETC matrices.  

4.2.2 Minimum Completion Time (MCT) 

Minimum Completion Time (MCT) arbitrarily assigns 
each task to the machine with the minimum expected 
completion time for that task [33]. This causes some of the 
tasks to be assigned to the machines that are not recommended 
in view of minimum execution time for them. The motive of 
MCT is to combine the positives of OLB and MET, while 
avoiding the circumstances in which OLB and MET perform 
poorly.  

4.2.3 K-Percent Best (KPB)  

KPB uses the same approach as the MCT algorithm with 
the only difference that it only examines a subset of resources 
instead of searching for the minimum completion time among 
all resources and hence the communication costs are 
considerably reduced. This subset consists of a percentage 
(KM/100) of all the resources with the smallest execution 
times for the incoming task, where (100/M) ≤ K ≤ 100, choice 
of K determines the effectiveness. The drawback of this 
algorithm is that it considers the same number of resources for 
all types of tasks which may not be desirable in real time 
scenario [35]. 

4.2.4 Linear Programming Based Affinity Scheduling 
(LPAS)  

LPAS is a mapping heuristic for heterogeneous computing 
systems [36]. LPAS_DG adapts this algorithm for Desktop 
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Grid systems [37]. It uses an optimization approach to find the 
best set of candidate resources. It aims to combine the 
advantages of the MCT and MET algorithms in the spirit of 
the KPB algorithm. The LPAS algorithm simultaneously 
reduces the state information and average completion time of 
tasks, but it requires the arrival rates and mean execution times 
for each class of tasks on each resource. 

4.2.5 Min – Min Heuristic Based Algorithms 

Min-Min algorithm comprises of two phases and begins 
with the set MT (Meta Task) of all unassigned tasks. In the 
first phase, the set of minimum expected completion time for 
each task in MT is found. In the second phase, the task with 
the overall minimum expected completion time from MT is 
chosen, assigned to the corresponding machine and removed 
from MT. The same iterations continue until all tasks in the 
MT are mapped [38]. 

 Table 1–Taxonomy of Scheduling Approaches in Grids 

 

Min-Min algorithm minimizes makespan than the other 
heuristics but it fails to produce a load balanced schedule. A 
Load Balanced Min-Min (LBMM) algorithm that reduces the 
makespan and increases the resource utilization is proposed in 
[39]. In the first phase the traditional Min-Min algorithm is 
executed and in the second phase the tasks are rescheduled to 
use the unutilized resources effectively. Further, another 
scheduling algorithm based on Min–Min heuristic is proposed 
in [40] which first estimates the completion time of the tasks 
on each of resources and then selects the appropriate resource 
for scheduling. A heuristic based on Min-Min heuristic is also 
proposed in [41]. 

4.2.6 Max-Min Heuristic Based Algorithms 

Max-Min algorithm differs from Min-Min in second 
phase, where tasks with overall maximum expected 
completion time from MT is chosen and assigned to 
corresponding machine. Thus, Min-Min gives priority to the 
task that has the shortest earliest completion time, but Max-
Min tends to schedule the longer tasks first [42]. 

A static batch mode heuristic for efficient task scheduling 
is proposed in [43]. Further, a skewness based Min-Min Max-
Min heuristic is proposed in [44] for efficient task scheduling 
while ensuring effective utilization of resources.  
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4.2.7 RASA 

This algorithm alternatively applies Max-Min and Min-
Min over scheduling process iterations. For example, if the 
first task is assigned to a resource by Max-Min strategy, in the 
next round the task will be assigned by Min-Min and so on. 
Experiments reveal that if the number of available resources in 
grid system is odd then it is highly preferred to start by Min-
Min algorithm in first round otherwise starting by Max-Min 
algorithm is recommended. For next rounds just resources are 
just assigned to tasks using a strategy different from last round 
ignoring waiting time of the small tasks in Max-Min algorithm 
and the waiting time of the large tasks in Min-Min algorithm. 
The time complexity of RASA is like Max-Min and Min-Min, 
O (mn2) where m is the total number of resources and n is the 
number of tasks [45]. 

4.2.8 Switcher Algorithm 

Switcher, as the name depicts, switches between the Max-
Min and Min-Min algorithm to select the best on the basis of 
Standard Deviation (SD) of minimum completion time of 
unassigned jobs. A position in Meta Task (MT) where the 
difference in completion time between the two successive jobs 
is more than the value of SD is searched. If it lies in first half 
of the list, then Min-Min algorithm is evaluated as the number 
of longer jobs is more, otherwise Max-Min is evaluated by 
taking the last job from the list. If this position does not exist, 
then SD is compared with a threshold value and job allocation 
is done using Min-Min strategy, if SD is smaller than 
threshold value. Otherwise, Max-Min is selected for assigning 
the next job [46]. 

4.2.9 Suffrage Algorithm 

In this two step algorithm, the suffrage value (calculated as 
the difference between the minimum and second minimum 
completion time) for each job are found in first step followed 
by the assignment of the task with maximum suffrage value to 
corresponding machine with minimum completion time [47]. 

4.2.10  Min – Mean Algorithm 

Min-Mean heuristic scheduling is proposed in [48] for 
static meta-tasks. The proposed algorithm applies original 
Min-Min then estimates the mean makespan of all the 
resources and finally reschedules tasks. In case of 
heterogeneity among the submitted tasks, the algorithm 
performs better than the Min-Min. 

4.2.11 Most Fit Task First (MFTF) 

As some existing static scheduling methods may not 
accomplish well in the case of dynamic task arrivals, an 
adaptive and dynamic scheduling method called Most Fit Task 
First (MFTF) is proposed in [49] for computational grids 
supporting heterogeneous computing nodes and dynamic task 
arrivals.  

4.3 ARTIFICIAL INTELLIGENCE BASED 
APPROACHES 

In an effort for devising the adaptive solutions to 
scheduling problem, the use of AI techniques have also been 

reported in the literature. The few selected algorithms under 
this class are as follows: 

4.3.1 A* Algorithm 

A* is a tree search technique based on a m-array tree, 
beginning at a root node that is a null solution. As the tree 
grows, intermediate nodes represent partial mappings and leaf 
nodes represent final mappings. Each node has a cost function, 
and the node with the minimum cost function is replaced by its 
child node. Whenever a node is added, to reduce the height of 
the tree, the tree is pruned by deleting the node with the largest 
cost function. This process is repeated until a complete 
mapping (a leaf node) is reached [50]. 

4.3.2  Simulated Annealing (SA)  

It is an iterative technique that considers only one possible 
mapping for each meta-task at a time. Simulated annealing 
uses a procedure that probabilistically allows poor solutions to 
be accepted to attempt to obtain a better search of the solution 
space based on a system temperature [51-55].  

4.3.3 Genetic Simulated Annealing (GSA) 

It is a combination of the GA and SA techniques [56-57]. 
GSA follows the procedures similar to the GA. For the 
selection process, GSA uses the SA cooling schedule and 
system temperature.  

4.3.4 Tabu Search  

It is a solution space search that keeps track of the regions 
of the solution space to avoid repeating a search near the areas 
that have already been searched [58-59]. A mapping of meta-
tasks uses the same representation as a chromosome in the GA 
approach. Its implementation begins with a random mapping, 
generated from a uniform distribution. 

4.4 DIRECTED ACYCLIC GRAPHS & PETRI NET 
BASED APPROACHES 

A general framework to facilitate directed acyclic graph 
(DAG) scheduling in grid systems is proposed in [60] wherein 
the consideration for dynamic changes in grid computing 
resources is missing. Several Petri net models, such as 
extended time Petri nets, colored Petri nets (CPNs), and 
stochastic Petri nets (SPNs), have been developed to address 
such dynamic changes, and are considered to be effective tools 
for scheduling and resource allocation in grid computing 
systems [61-63]. 

Petri nets assign tasks to grid resources either using a 
distributed scheme, or a hierarchical scheme. In a distributed 
scheme, a broker considers resources to be distributed states 
for each request, sends the request to the sites that contain the 
distributed resources, and receives results from the distributed 
sites’ coordinators. In a hierarchical scheme, requests for 
resources from a site are arranged hierarchically and the 
resources are classified based on their geographical location in 
relation to the site making the request, and sites have 
coordinators at different levels. In a hierarchical scheme, 
scheduling occurs in three layers, and each site has one broker 
and scheduler, to control and manage allocation of its 
resources. Tasks are sent through the hierarchical brokers, to 
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sites that have the needed resources. A distributed scheme is 
better than a hierarchical scheme, when all tasks are locally 
requested on sites as a request is sent directly to the brokers on 
sites where the resource is available [64-65]. 

4.4.1 HTPN 

A three-layer model based on a hierarchical time Petri net 
(HTPN) is presented in [61], with different Petri net models 
constructed for each level. HTPN focuses on independent 
tasks, and does not consider dependent tasks. Dependent task 
scheduling is presented in [62], using an extended time Petri 
net.  

4.4.2 HSPN 

The grid resource scheduling model based on Petri nets is 
extended in [63] wherein a four-level scheduling algorithm 
that considers independent tasks is proposed. Hierarchical 
Stochastic Petri Net (HSPN) [66] is a hierarchical scheme that 
uses SPNs to schedule and allocate resources, based on the 
hierarchical and distributed schemes presented in [67]. 

4.4.3 ICPDP 

An algorithm for handling DAG type of tasks named 
Improved Critical Path using Descendant Prediction (ICPDP) 
is proposed in [68]. The proposed algorithm is integrated in 
the DIOGENES project and experimental results reveal the 
improvement that ICPDP brings to DAG scheduling.  

4.4.4 Reliability Aware Scheduling using DAG 

A reliability-aware scheduling algorithm based on directed 
acyclic graph (DAG) for precedence constrained tasks is 
proposed in [69] which ensure high quality of reliability for 
applications. 

4.5 CONSTRAINT BASED / RESOURCE AWARE 
APPROACHES 

This class of approaches keep the various constraints and 
dependencies, associated with resources and tasks, at the focal 
point during the process of solving scheduling problems in the 
domain of grid computing. The need of monitoring the 
dynamic states of the resources becomes essential to derive the 
scheduling decisions thereby classifying such approaches as 
resource aware approaches. The various approaches of this 
class are as follows: 

4.5.1 CBJRS 

Constraint-Based Job and Resource scheduling (CBJRS) 
algorithm is proposed in [70] to reduce the processing time, 
processing cost and enhance the resource utilization in 
comparison to other algorithms.  

4.5.2 NIMROD 

It is a constraint based scheduling model guided by the 
deadline and grid economy model proposed in [71]. 

4.5.3 Resource Aware Scheduling Algorithm 

A Resource Aware Scheduling Algorithm which leverages 
two existing task scheduling algorithms, Min–Min and Max–
Min, is described in [45]. This algorithms use an estimation of 

tasks completion time and resource execution time. The 
presented algorithm alternates the two algorithms depending 
on input tasks. 

4.5.4 Fault Tolerant Scheduling for Dependent  and 
Dynamic Tasks 

An algorithm supporting dynamic behavior of tasks is 
proposed in [72]. It is suitable for arbitrary constraints tasks 
whose dependencies are organized as a graph, having the tasks 
as nodes and the constraints as edges. It consists of two 
phases: an initial scheduling phase and a rescheduling phase, 
in which tasks are separated in entry tasks and inner tasks, 
based on dependency of failing tasks. Depending on the type 
of the node that fails, there may be used different scheduling 
algorithms: Highest Level First with Estimated Times, 
Modified Critical Path or Earliest Time First. 

4.5.5 Comparison of Scheduling Approaches  

Typical scheduling structures for computational grids are 
discussed in [73] along with an introduction and classification 
of various scheduling algorithms and selection strategies 
applicable to these structures. Simulations were used to 
evaluate these aspects considering combinations of different 
Job and Machine Models. For hierarchical scheduling the 
simulation results reveal the benefit of Backfill. Unexpected 
results are obtained as FCFS proves to perform better than 
Backfill when using a central job-pool. 

4.5.6 HRN 

Highest Response Next (HRN) Algorithm allocates the 
jobs to processors based on priority and processor 
competence. Scheduling is based on priority, time, memory 
and CPU requirements. HRN effectively utilize the resources 
than First Come First Served scheduling algorithm. The main 
drawbacks of this algorithm are difficulties in finding priority 
of job and higher turnaround time [74]. 

4.6 LOCAL VS. GLOBAL SCHEDULING BASED 
APPROACHES 

The design and implementation of GangSim simulator is 
proposed in [75] to support studies of scheduling strategies in 
grid environment, with a special focus on investigating the 
interactions between local and community resource allocation 
policies.  

Impact of data migration under a variety of demanding 
grid conditions is explored in [76] along with the evaluation of 
the proposed scheduling algorithm on different groupings of 
servers into locales, and between server systems, utilizing 
genuine workloads got from driving supercomputing focuses. 
Hybrid Scheduling based approaches are also witnessed in the 
literature so as to combine the positives of local and global 
scheduling. 

4.7 RESCHEDULING BASED APPROACHES 

A load balancing algorithm for fair scheduling is proposed 
in [77] for a computational grid. It addresses the fairness 
issues by using mean waiting time. It schedules the task by 
using fair completion time and then reschedules by using 
mean waiting time of each task to obtain load balance. The 
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performance metrics emphasized are execution time and 
execution cost. Rescheduling is also involved in a number of 
approaches discussed so far like [39] and [72]. 

4.8 SOFT COMPUTING BASED APPROACHES 

The demand of the user community for high speed and 
accuracy directs for devising adaptive and robust solutions to 
scheduling problems that can handle the uncertainties 
associated with load estimation and length of jobs along with 
handling dynamic pattern of task arrival. This fact has inspired 
the researchers to apply soft computing techniques viz. fuzzy 
logic, genetic algorithms, other hybrid approaches etc. for 
scheduling problems in the domain of grid computing. The 
various approaches of this class are as follows: 

4.8.1 Fuzzy Logic Based Approaches 

The main challenges faced by grid environment are 
integration, interoperability of security framework and the 
trust relationship between participants. A fuzzy-logic-based 
self-adaptive job replication scheduling (FSARS) algorithm 
which considers the trust relationships between the 
participants is proposed in [78]. FSARS uses the security 
demand of the task and Trust level of the resources as the 
main parameters. The proposed method gives a vigorous 
performance against resource failures and improved 
scheduling achievement rate. 

4.8.2 Genetic Algorithm & Genetic – Fuzzy Based 
Approaches 

Scheduling problem of independent tasks in the market-
based grid environment is addressed in [79] wherein NSGA-II 
is used to optimize task scheduling problem in grid. For 
reducing computation, authors considered load balancing 
problem and enhanced it in task scheduling ultimately using 
fuzzy system without implementing third objective function. 
For the first time, authors proposed Variance based Fuzzy 
Crossover operator for this purpose and more variety in 
Pareto-optimal solutions. Two functions are defined to 
produce two inputs for fuzzy system. Variance of Costs and 
occurrence of resources in scheduling are used to stipulate 
probability of crossover logically. Second fuzzy function with 
cooperation of Makespan objective satisfies load balancing 
objective indirectly. Further, a genetic algorithm based 
efficient task scheduling approach is proposed in [80]. 

4.9 Job-Grouping Based Approaches 

There is a need for an efficient job grouping-based 
scheduling system to dynamically assemble the lightweight 
jobs of an application into a group of jobs, and send these 
grouped jobs to the grid resources because the lightweight jobs 
which are generally large in number cause high overhead time 
and cost when executed on computational grids. The dynamic 
grouping of such fine grained jobs based on the computational 
requirements of each job with respect to availability, 
processing capability and network bandwidth of 
computational grid resources is proposed in [81]. 

 

4.10 QUALITY OF SERVICE BASED 
APPROACHES 

The users connected to the grid system have varying QoS 
requirements and their satisfaction is a major determinant for 
the effectiveness of the grid resource management. This class 
of scheduling approaches keeps the users’ QoS requirements 
at the focus. This class comprise of the following approaches: 

4.10.1 QWMTM & QWMTS 

Two algorithms called QoS Guided Weighted Mean Time-
Min (QWMTM) and QoS Guided Weighted Mean Time Min-
Min Max-Min Selective (QWMTS) are proposed in [82]. 
These algorithms schedule independent batch tasks while 
considering network bandwidth as QoS parameter.  

4.10.2 Predictive Max-Min Min-Min Switcher 

QoS based predictive Max-Min, Min-Min Switcher for 
scheduling jobs is proposed in [83]. Based on heuristics, 
appropriate selection among QoS based Min-Min and QoS 
based Max-Min is made. The algorithm uses historical 
information about the execution time of jobs to predict the 
performance. 

4.10.3 QoS Guided Min-Min Heuristic 

QoS guided Min-Min based on original Min-Min is 
proposed in [84] which schedules the tasks with high 
bandwidth requirements before the others. Simulation results 
reveal that QoS guided Min-Min is better than original Min-
Min when submitted tasks varies highly in their bandwidth.  

Further, anaother QoS based efficient task scheduling 
approach proposed in [85] uses ETC matrix. 

 

5. CONCLUSION & FUTURE DIRECTIONS 

On the basis of the aforesaid literature on scheduling 
algorithms, chronological research trends in scheduling for 
grid computing systems with a special emphasis on 
computational grids is shown through a bar chart in Figure 2.  

As shown in the graph, AI based approaches were the 
major focus of researchers till the year 2000. Thereafter, DAG 
& Petri net based approaches were commonly used over a 
period of 10 years. It is quite evident from the figure that 
heuristics based approaches remain the focus of researchers in 
all the time periods. It is because of the fact that being an NP-
Complete problem, an optimal schedule can easily be devised 
through heuristics. Further, soft computing and rescheduling 
based approaches are widely used in the present era. The 
reason for the same is the capability of soft computing 
techniques to deal with uncertainties associated with the 
dynamic job arrival patterns and workload estimation of 
nodes. Further, the rescheduling enables to combine two 
approaches as none of the approaches guarantee the optimal 
solution to the scheduling problem in the domain of grid 
computing systems. 

In view of the research trends presented in the graph, the 
research community must explore the reasons for the 
considerable shift of researchers’ focus from Artificial 
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Intelligence & Constraint based approaches to other options. 
Similarly, the shift being noticed in present time from DAG & 
Petri net based approaches must critically be analyzed. 
Further, increasing inclination towards Soft Computing based 
approaches must explore the scope for other Soft Computing 
techniques to devise an effective solution to the scheduling 
problem in Grids. These future directions for research will 
surely guide the researchers and enable them to make an 
informed choice of the scheduling approach in view of major 
characteristics of the grid application.  

 
Figure 2 – Research Trends in Scheduling for Grids  
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