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Abstract- Online shopping websites usually ask their customers 

to review the products and associated services. As ecommerce 

is becoming more and more popular, the number of customer 

reviews grows rapidly. It is difficult for a potential customer to 

read all original reviews in order to make a decision on whether 

to buy the product or not. So product reviews classification has 

grown to be one of the hottest research areas in sentiment 

analysis. To solve this issue, e-commerce websites provide 

reviews classification. We use two methods to solve this 
problem machine learning and deep learning algorithm: K-

Nearest Neighbor (KNN) and convolution neural networks and 

compares their overall accuracy. This paper elaborately 

discusses product review classification based on long short-

memory (LSTM) recurrent neural network and K-NN 

classifier. 
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I. INTRODUCTION 
With the rapid popularization and development of network, the 

network information resources which are in explosive growth. 

The users place their sentiments on the web, especially on the 

social network and online shopping websites. People share 

their opinions on the websites and show their reviews for a 

product. When we need to choose a product, we always refer 
the reviews of others. So these reviews are valuable to 

individual consumers for making correct decisions and 

business organizations for improving their products. On the 

other hand, the rapid growth of unstructured data coincides 

with the burst of social media and e-commerce, new 

opportunities and challenges arise as people now can use the 

huge volume of unstructured data to mining meaningful 

information. For these reasons, product review classification, 

one of the sentiment analysis (SA) tasks, has received a sharp 

boost of research interest in natural language processing (NLP). 

In fact, sentiment analysis also promotes the development of 
machine learning (ML) due to many machine learning methods 

have been used in this area[1]. There are mainly three basic 

tasks in a typical application of sentimental analysis: namely 

holder detection, target extraction and sentiment classification. 

Sentiment classification is the most important and 

representational application. Product reviews classification is 

the branch of sentiment classification. It can be divided into 

three levels: document level , sentence level , entity and aspect 

level[1,7,8] . 

II. LITERATURE SURVEY 

A.MACHINE LEARNING 

Machine learning is one of the fastest growing areas of 

computer science, with far-reaching applications. It refers to 

the automated detection of meaningful patterns in data. 

Machine learning tools are concerned with endowing programs 

with the ability to learn and adapt. Machine Learning has 

become one of the mainstays of Information Technology and 

with that, a rather central, albeit usually hidden, part of our life. 
With the ever increasing amounts of data becoming available 

there is a good reason to believe that smart data analysis will 

become even more pervasive as a necessary ingredient for 

technological progress. 

There are several applications for Machine Learning (ML), the 

most significant of which is data mining. People are often 

prone to making mistakes during analyses or, possibly, when 

trying to establish relationships between multiple features . 

Data Mining and Machine Learning are Siamese twins from 
which several insights can be derived through proper learning 

algorithms. There has been tremendous progress in data mining 

and machine learning as a result of evolution of smart and 

Nano technology which brought about curiosity in finding 

hidden patterns in data to derive value. The fusion of statistics, 

machine learning, information theory, and computing has 

created a solid science, with a firm mathematical base, and 

with very powerful tools. 

Machine learning algorithms are organized into a taxonomy 

based on the desired outcome of the algorithm. Supervised 

learning generates a function that maps inputs to desired 
outputs. Unprecedented data generation has made machine 

learning techniques become sophisticated from time to time. 

This has called for utilization for several algorithms for both 

supervised and unsupervised machine learning. Supervised 

learning is fairly common in classification problems because 

the goal is often to get the computer to learn a classification 

system that we have created. Machine learning algorithms are 

classified into three categories: 

 Supervised Learning – Train Me! 

 Unsupervised Learning – I am self sufficient in 

learning 

 Reinforcement Learning – My life My rules! (Hit & 

Trial) 

 

1. Supervised learning: 
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Supervised Learning is the method, wherein the training data 

includes both the input and the desired results. Training the 

system with examples is called supervised learning. Or else, 

training the algorithm with a teacher can also be treated as 

supervised learning. After training the algorithm with all 

sample data or labelled data, which has both the predictors on 
the target variable, one can train the algorithm and use the 

unseen example for further classification. 

Here are some of the important features of Supervised 

Learning in Mahout: 

   The construction of a proper training, validation and test 

set (Bok) is crucial. 

 These methods are usually fast and accurate. 

 The Supervised Learning methods have to be able to 
generalize. 

They  give  correct  results,   when   new  data   are   given  in   

input   without   knowing a priori target.In some cases, the 

correct results (targets) are known and given in input to the 

model during the learning process. 

2. Unsupervised learning: 

The model learns through observation and finds structures in 

the data. Once the model is given a dataset, it automatically 
finds patterns and relationships in the dataset by creating 

clusters in it. What it cannot do is add labels to the cluster, like 

it cannot say this a group of apples or mangoes, but it will 

separate all the apples from mangoes. 

Suppose we presented images of apples, bananas and mangoes 

to the model, so what it does, based on some patterns and 

relationships it creates clusters and divides the dataset into 

those clusters. Now if a new data is fed to the model, it adds it 

to one of the created clusters. 

3. Reinforcement learning: 

It is the ability of an agent to interact with the environment and 

find out what is the best outcome. It follows the concept of hit 
and trial method. The agent is rewarded or penalized with a 

point for a correct or a wrong answer, and on the basis of the 

positive reward points gained the model trains itself. And again 

once trained it gets ready to predict the new data presented to it 

[10, 11]. 

 
Fig.1: Types of machine learning 

 

4. Supervised machine learning algorithms: 

a. K-Means: 

K-means: According to and Kmeans is one of the    simplest 

unsupervised learning algorithms that solve the well-known 

clustering problem. The procedure follows a simple and easy 

way to classify a given data set through a certain number of 
clusters (assume k clusters) fixed a priori.K- Means algorithm 

is be employed when labeled data is not available .General 

method of converting rough rules of thumb into highly accurate 

prediction rule. Given ―weak‖ learning algorithm that can 

consistently find classifiers (―rules of thumb‖) at least slightly 

better than random, say, accuracy _ 55%, with sufficient data, a 

boosting algorithm can provably construct single classifier with 

very high accuracy, say, 99%. 

b.Naive Bayesian: 
Naive Bayesian (NB) Networks: These are very simple 

Bayesian networks which are composed of directed acyclic 

graphs with only one parent (representing the unobserved 

node) and several children (corresponding to observed nodes) 

with a strong assumption of independence among child nodes 

in the context of their parent .Thus, the independence model 

(Naive Bayes) is based on estimating . Bayes classifiers are 

usually less accurate that other more sophisticated learning 

algorithms (such as ANNs).However, performed a large-scale 

comparison of the naive Bayes classifier with state-of-the-art 
algorithms for decision tree induction, instance-based learning, 

and rule induction on standard benchmark datasets, and found 

it to be sometimes superior to the other learning schemes, even 

on datasets with substantial feature dependencies. Bayes 

classifier has attribute independence problem which was 

addressed with Averaged One-Dependence Estimators. 

 c.Support Vector Machines (SVMs): 

These are the most recent supervised machine learning 
technique .Support Vector Machine (SVM) models are closely 

related to classical multilayer perceptron neural networks 
.SVMs revolve around the notion of a ―margin‖—either side 

of a hyperplane that separates two data classes. Maximizing the 

margin and thereby creating the largest possible distance 

between the separating hyper plane and the instances on either 

side of it has been proven to reduce an upper bound on the 

expected generalization error. 

d. Decision Trees: 

Decision Trees (DT) are trees that classify instances by sorting 
them based on feature values. Each node in a decision tree 

represents a feature in an instance to be classified, and each 

branch represents a value that the node can assume. Instances 

are classified starting at the root node and sorted based on their 

feature values. Decision tree learning, used in data mining and 

machine learning, uses a decision tree as a predictive model 

which maps observations about an item to conclusions about 

the item's target value. More descriptive names for such tree 

models are classification trees or regression trees .Decision tree 

classifiers usually employ post-pruning techniques that 

evaluate the performance of decision trees, as they are pruned 
by using a validation set. Any node can be removed and 
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assigned the most common class of the training instances that 

are sorted to it. 

5. LIMITATIONS OF MACHINE LEARNING 

Machine Learning is not capable of handling high dimensional 

data that is where input & output is quite large. Handling and 
processing such type of data becomes very complex and 

resource exhaustive. This is termed as Curse of 

Dimensionality. 

1 DEEP LEARNING 

 
Fig.2: Architecture for deep neural network 

 

Any Deep neural network will consist of three types of layers: 

 The Input Layer 

 The Hidden Layer 

 The Output Layer 

 
Fig.3: Architecture for deep neural network for text analysis 

In the above diagram, the first layer is the input layer which 

receives all the inputs andthe last layer is the output layer 

which provides the desired output. All the layers in between 

these layers are called hidden layers. There can be n number 

of hidden layers thanks to the high end resources available 

these days. 

The number of hidden layers and the number of perceptions in 

each layer will entirelydepend on the use-case you are trying 
to solve. 

Now that you have a picture of a Deep Neural Networks, let’s 

move ahead in this Deep Learning Tutorial to get a high level 

view of how Deep Neural Networks solves a problem of Image 

Recognition [3,5,6]. 

  2. CONVOLUTIONAL NEURAL NETWORK 

Convolution neural network is one of the feed-forward 
artificial neural network models for deep learning. The 

connectivity pattern between its neurons is inspired by the 

organization of the animal visual cortex. CNN has three 

important characteristics, local connectively, parameter sharing 

and down-sampling so that CNN is also a neural network 

model with shift invariant and space invariant. CNN can be 

considered including two main parts. The first part plays a role 

in feature extraction and the second part can be thought as a 
classifier. The first part contains multi convolution and pooling 

layers. A complex network has multiple convolution-pooling 

pairs. Each layer takes the output of its previous layer as the 

input. Convolutional layer is the core of a CNN. Traditional 

Neural Network (NN) has three layers - one input layer, one 

hidden layer and one output layer with activation function. 

Deep neural networks are modified version neural networks 

with multiple hidden layers. In deep neural network, hidden 

layers play a major role in learning the features from input data 

sets. The layers of CNN are 

1) Pooling 

Convolution networks may include local or global pooling 
layers which combine the outputs of neuron clusters at one 

layer into a single neuron in the next layer. For example, max 

pooling uses the maximum value from each of a cluster of 

neurons at the prior layer. Another example is average pooling, 

which uses the average value from each of a cluster of neurons 

at the prior layer. 

2) Fully connected 

Fully connected layers connect every neuron in one layer to 

every neuron in another layer. It is in principle the same as the 

traditional multi-layer perceptron neural network (MLP). The 

flattened matrix goes through a fully connected layer to classify 
the images. 

The parameters of a convolutional layer consist of a set of 

learnable filters or kernels with a small receptive field named 

local connectively. Convolutional layer has many convolution 

kernels which have different weights. Each kernel is connected 

to only a small region of the input volume, but extends along 

entire depth of the input volume through sliding window. This 

architecture ensures that the productions of learnt filters are 

the strongest response to a spatially 

local input pattern. Parameter sharing means weights invariant 

in window sliding process. Another important concept of CNN 

is pooling which is a form of nonlinear. Max-pooling is the 
most common functions to implement pooling. It partitions the 

output of convolutional layer into a set of non-overlapping 

rectangles and, for each such sub-region, outputs the 

maximum. Pooling operation provides a form of translation 

invariance and reduces the spatial size of the features. This 

mechanism can decrease the amount of parameters and reduce 

computational complexity of the network, and hence to control 

over fitting. The second part is the fully-connected layer and 

loss layer which is a typical feed forward neural network. It can 

add one or more hidden layers to fit features by supervised 

learning. CNN is trained by using back-propagation algorithm 
and all parameters are jointly optimized [5]. 

K-NN is a type of instance-based learning, or lazy learning 

where the function is only approximated locally and all 

computation is deferred until classification. It is non parametric 

https://en.wikipedia.org/wiki/Multi-layer_perceptron
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method used for classification or regression. In case of 

classification the output is class membership (the most 

prevalent cluster may be returned), the object is classified by a 

majority vote of its neighbors, with the object being assigned to 

the class most common among its k nearest neighbors. This 

rule simply retains the entire training set during learning and 
assigns to each query a class represented by the majority label 

of its k-nearest neighbors in the training set. 

The Nearest Neighbor rule (NN) is the simplest form of K-NN 

when K = 1. Given an unknown sample and a training set, all 

the distances between the unknown sample and all the samples 

in the training set can be computed. The distance with the 

smallest value corresponds to the sample in the training set 

closest to the unknown sample. Therefore, the unknown sample 

may be classified based on the classification of this nearest 

neighbour. The K-NN is an easy algorithm to understand and 

implement, and a powerful tool we have at our disposal for 

sentiment analysis. K-NN is powerful because it does not 
assume anything about the data, other than a distance measure 

can be calculated consistently between two instances . As such, 

it is called non- parametric or non-linear as it does not assume 

a functional form. The flowchart of K-NN Classifier Nearest 

neighbor methods is considered one of the simplest and most 

yet effective classes of classification algorithms in use. Their 

principle is based on the assumption that, for a given set of 

instances in a training set, the class of a new yet unseen 

occurrence is likely to be that of the majority of its closest 

“neighbour” instances from the training set. Thus the k-Nearest 

Neighbour algorithm works by inspecting the k closest 
instances in the data set to a new occurrence that needs to be 

classified, and making a prediction based on what classes the 

majority of the k neighbours belong to. The notion of closeness 

is formally given by a distance function between two points in 

the attribute space, specified a priori as a parameter to the 

algorithm. An example of distance function typically used is 

the standard Euclidean distance between two points in an n- 

dimensional space, where n is the number of attributes in the 

data set [2,4,9]. 

II. RELATED WORK  

The existing system compares the performance accuracy of 

the KNN classifier and naive baye’s    product review 
classification. In this paper  we proposed an approach to 

provide a method for the product review classification by 

using machine learning algorithm(K-NN) and deep learning 

algorithm (CNN). By using this approach we find the score of 

the each review. 

 

1.Algorithm 

 

 
Fig.4: Output Of CNN 

 

III. EXPERIMENTAL EVALUATION 

a. RESULTS 

Fig.5: Dataset given as Input 

     
           Fig.6: Individual Review Score 
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                    Fig.7: Individual Review Score 

b. GRAPHICAL ANALYSIS 

 
Figure:8 Graphical representation of product reviews score 

using CNN 

 
Figure: 9  Graphical representation of product reviews score 

using K-NN 

 
IV. CONCLUSION 

In this we have proposed a method for product review 

classification by using convolutional neural network and K-

Nearest Neighbor algorithm. We compared deep convolutional 

neural network algorithm and K-NN for sentiment 

classification of the product reviews of online websites. The 

experimental results show that the classifiers yielded better 

results for the product reviews with deep convolutional neural 

networks the approach giving above more accuracies and 

outperforming than the k-NN approach. Thus we can say deep 

convolutional neural networks can be used successfully to 
analyze product or movie reviews. 
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