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Abstract- The liver function tests can determine the nature of 

problem. Along with this test to find the normal range values 

of different parameters based on Child-Turcotte- Pugh 
Classification for severity. In this paper, the work is focuses 

on to classify the parameter of Bilirubin, Albumin, 

Prothrombin time (INR), Ascites, Encephalopathy which 

obtaining the total score by adding score of each parameter for 

measuring the severity of liver disease based on rule based 

classification and apply different machine learning algorithm 

for analysing the efficiency of machine learning algorithm 

which one of the algorithm is better to analysis. 

Keyword- bagging with C4.5 algorithm; AdaBoost with C4.5 

algorithm; C4.5 with 10 fold- cross validation; bagging with 

random forest; attribute selection with C4.5 algorithm 

I. INTRODUCTION 

Machine learning is programming computers to optimize a 

performance criterion with respect to the given parameters, 

and learning is the execution of a computer program to 
optimize the parameters of the model using the training data. 

In this work, a performance can be analysed for diagnosis a 

liver function test by learning the level of fluctuation of 

parameter as per the severity found. In this research, to 

compare supervised learning machine learning techniques can 

be applying such as bagging with C4.5 algorithm, AdaBoost 

with C4.5 algorithm, C4.5 with 10 fold- cross validation and 

bagging with random forest and attribute selection with C4.5 

algorithm. The result and experimental performances can be 

analysing in this research[1][2][3].   

II. DATA PREPARATION 

Table 1 can be representing as the collection of parameter 

which has to measure the severity score of liver function test. 

To obtaining the total score by adding score of each parameter 

for measuring the severity of liver disease as points under 

Child-Turcotte-Pugh Score[19][20][21][22].  

 

 

 

Table 1 List of parameter follow for measuring the Liver 

function test 

Encephalopathy (E) 

None  (1 point) 

Grade 1: Altered mood/confusion (2 points) 

Grade 2: Inappropriate behavior, 

impending stupor, somnolence (2 points) 

Grade 3: Markedly confused, stuporous 

but arousable (3 points) 

Grade 4: Comatose/unresponsive 
 

(3 points) 

Bilirubin (B) 

<2 mg/dL  (1 point) 

2-3 mg/dL  (2 points) 

>3 mg/dL  (3 points) 

Albumin (A) 

>3.5 g/dL   (1 point) 

2.8-3.5 g/dL  (2 points) 

<2.8 g/dL  (3 points) 

Prothrombin time prolongation (P) 

Less than 4 seconds above control/INR 

<1.7 
(1 point) 

Prothrombin time prolongation (P) 

4-6 seconds above control/INR 1.7-2.3  (2 points) 

More than 6 seconds above control/INR 

>2.3 
(3 points) 

Ascites (AS) 

Absent  (1 point) 

Slight  (2 points) 

Moderate  (3 points) 
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Table 2 Sample Training data  

E B A P AS CTPScore 

1 1 1 1 1 Class A 

3 3 2 2 3 Class C 

2 2 1 1 1 Class B 

1 2 2 1 2 Class B 

1 2 2 1 1 Class B 

3 3 2 2 3 Class C 

1 1 1 1 1 Class A 

3 3 3 3 3 Class C 

2 1 2 2 1 Class B 

1 3 3 2 2 Class C 

1 1 1 1 1 Class A 

1 1 1 1 1 Class A 

1 1 1 1 1 Class A 

3 3 3 2 2 Class C 

1 2 1 1 1 Class A 

3 3 3 3 3 Class C 

1 1 1 2 1 Class A 

1 1 1 1 2 Class A 

Table 2 represents the patient’s liver function test, 500 training 

data for analysing the severity of the liver disease diagnosis in 

early for affected person to avoid the severe problem. In this 

research, to compare bagging with random forest, bagging 

with C4.5, AdaBoost with C4.5 algorithm, C4.5 with 10 fold- 

cross validation and bagging with random forest and attribute 

selection with C4.5 algorithm can be implement for analysing 

the performance of efficiency of algorithm. 

III. PROPOSED RESEARCH MEHODOLOGY 

Random forest classifier is a meta-estimator that fits a number 

of decision trees on various sub- samples of datasets and uses 

average to improve the predictive accuracy of the model and 

controls over-fitting[9][10][11][12]. The sub-sample size is 

always the same as the original input sample size but the 

samples are drawn with replacement[18][19][20]. 

In bagging, the same approach is used, but instead for 
estimating entire statistical models, most commonly decision 

trees [5]. Multiple samples of your training data are taken then 

models are constructed for each data sample. When to make a 

prediction for new data, each model makes a prediction and the 

predictions are averaged to give a better estimate of the true 

output value. 

In bagging with C4.5 algorithm, to improves generalization 

error by reducing the variance of the base classifiers [6]. The 
performance of bagging depends on the stability of the base 

classifier. After training the classifiers of CTPscore, a test 

instance is assigned to the class that receives the highest 

number of votes.  

AdaBoost was the first really successful boosting algorithm 

developed for binary classification. It is the best starting point 

for understanding boosting. Modern boosting methods build on 

AdaBoost, most notably stochastic gradient boosting machines 

[7]. Stochastic gradient descent is a simple and very efficient 

approach to fit linear models. It is particularly useful when the 

number of samples is very large. It supports different loss 

functions and penalties for classification.  
AdaBoost is used with short decision trees. After the first tree 

is created, the performance of the tree on each training instance 

is used to weight how much attention the next tree that is 

created should pay attention to each training instance. Training 

data that is hard to predict is given more weight, whereas easy 

to predict instances are given less weight [8][13]. Models are 

created sequentially one after the other, each updating the 

weights on the training instances that affect the learning 

performed by the next tree in the sequence[14][15][16][17]. 

After all the trees are built, predictions are made for new data, 

and the performance of each tree is weighted by how accurate 
it was on training data.  

 

IV. EXPERIMENTAL ANALYSIS 

In experiment analysis, the True Positive rate (TP rate), False 

Positive rate (FP), Precision, Recall, F-Measure, ROC Area 

classified based on Class can measured for all algorithm. In 

bagging with C4.5 by pruned data and its detailed accuracy 

97.4% as shown in table 3 and confusion matrix can shown the 

relevant diagnosis of patient’s severity in class wise as shown 

in table 4.  

Table 3 Detailed Accuracy by Class of Bagging with C4.5 
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Table 4 Confusion matrix 

 

 

 

 

 
 

When experiment in AdaBoost with C4.5 by pruned data, the 

number of iteration is 10.  The detailed accuracy of AdaBoost 

is 98.6% as shown in table 5 and confusion matrix can shown 

the relevant diagnosis of patient’s severity in class wise as 

shown in table 6. 

 

Table 5 Detailed Accuracy by Class of AdaBoost with C4.5 

 
Table 6 Confusion Matrix 

    a   b   c   <-- classified as 

  73   0   1   |   a = Class A 

   0 407   1  |   b = Class C 

   1   4  13   |   c = Class B 

When experiment in Attribute Selection with C4.5 and detailed 

accuracy is 96.6% as shown in table 7 and confusion matrix 

can shown the relevant diagnosis of patient’s severity in class 

wise as shown in table 8. 
 

Table 7 Detailed Accuracy by Class of Attribute Selection 

with C4.5 

 
 

 

 

 

 
 

Table 8 Confusion Matrix 

 

    

 

 

 
When experiment in bagging with random forest and detailed 

accuracy is 98% as shown in table 9 and confusion matrix can 

shown the relevant diagnosis of patient’s severity in class wise 

as shown in table 10. 

 

Table 9 Detailed Accuracy by bagging with random forest  

 
 

Table 10 Confusion Matrix 

 
When experiment in C4.5 based on the 10-fold validation test 

mode and its detailed accuracy is 96.6% as shown in table 11 

and confusion matrix can shown the relevant diagnosis of 

patient’s severity in class wise as shown in table 12. 

 

Table 11 Detailed Accuracy by C4.5 based on the 10-fold 

validation test mode 

 
 

 
 

a     b    c   <-- classified as 

69   0     5 |   a = Class A 

0   408   0 |   b = Class C 

 2     6  10 |   c = Class B 

   a   b   c   <-- classified as 

  71   0     3      |   a = Class A 

   0  402   6      |   b = Class C 

   0   8    10      |   c = Class B 
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Table 12 Confusion Matrix 

  a      b    c      <-- classified as 

  71    0    3   |    a = Class A 

   0   402   6  |    b = Class C 

   0     8    10 |    c = Class B 

 

Table 13 Time efficiency 

Algorithm Time taken in 

 seconds  

Bagging with Random Forest  0.8 

AdaBoost with Random Forest 0.79 

C4.5 with 10- fold validation 0.02 

Attribute Selection with C4.5 0.03 

AdaBoost with C4.5 0.06 

Bagging with C4.5 

Out of Bagging 

0.09 

 

Fig.1: Time taken of each Algorithm 

 

Fig.1 represents the time taken of each algorithm during 

execution of run time. From this analysis, Bagging with 

Random forest algorithm takes 0.8 seconds,  AdaBoost with 

Random Forest can takes 0.79 seconds, C4.5 with 10- fold 

validation can takes 0.02 seconds but its accuracy is lower 

than AdaBoost C4.5 algorithm, Attribute Selection with C4.5 

can takes 0.03 seconds, AdaBoost with C4.5 takes 0.06  
seconds and Bagging with C4.5 and Out of Bagging can takes 

0.09 seconds as shown in table 13. 

 

Table 14 : Accuracy Comparison of Different Ensemble methods 

 
 

 

From the analysis an accuracy of different machine learning 

can be experimented by the input of different parameter in liver 

function test. Here, an accuracy of Bagging with Random 

Forest and AdaBoost with Random Forest can achieved 98%, 

C4.5 with 10- fold validation and Attribute Selection with 

C4.5 can achieved 96.6%, AdaBoost with C4.5 can achieved 

98.6%, Bagging with C4.5 can achieved 97.4% and Out of 

Bagging of C4.5 can achieved 96.356% as shown in fig.2. 

Finally, Mean absolute error, Relative absolute error, Root 

relative squared error, Kappa statistic, Root mean squared 
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error can be measured in different algorithm s shown in table 

14.                            

From this analysis, when to compared with different algorithm, 

AdaBoost with C4.5 can give better result of classification 

slightly than bagging and AdaBoost algorithm and then more 

vary than other algorithm.  
                    

 
Fig.2: Accuracy Level of Machine Learning  

 

 

V. CONCLUSION 

In machine learning techniques, the execution of the run 

program to optimize the parameters of the model using the 
training data liver function test. In this work, a performance 

can be analysed for diagnosis a liver function test by learning 

the level of fluctuation of parameter as per the severity found 

by using an algorithm of Bagging with Random Forest and 

AdaBoost with Random Forest can achieved 98%, C4.5 with 

10- fold validation and Attribute Selection with C4.5 can 

achieved 96.6%, AdaBoost with C4.5 can achieved 98.6%, 

Bagging with C4.5 can achieved 97.4% and Out of Bagging of 

C4.5 can achieved 96.356%. From this experiment AdaBoost 

C4.5 can classify the data in binary format and easily achieved 

in 98.6% as an accuracy of classification. Which better result 

when compared with other.  
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