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Abstract—In this work the heart rate is evaluated based on 

the color variation in the video of the patient by which the 

most accurate heart detection can be performed. Initially 

by using a video camera a video sequence of the patient is 

captured and also saved to the system for the further 

processing whereas 60 frames per second are recorded.  

Afterward the video frames are extracted on which the 

image pre-processing is applied which is used to improve 

the quality of the image. In this work adaptive histogram 

equalization and median filter is utilized to evaluate the 

mean of the preprocessed frames. Also peak is detected by 

using the FFT method on which Butterworth Filter is 

utilized that is used to improve the extorted frames’ edges. 

The proposed work is implemented in MATLAB, the 

results are obtained on the basis of correlation, success 

rate, z score, BPM and error rate the results of E-HRD, 

EF-HRD and OEF-HRD respectively. 

Keywords—Heart Rate, Heart Waves, PQRST waves, 

Feature Extraction, Classification. 

I. INTRODUCTION 

ECG i.e. Electrocardiogram as a biomedical device is utilized 

for ascertaining several operations and working of heart. ECG 

provides massive information, which could be the general or 

specific physiology of heart [1]. The Electrocardiograph 

signals are of variable traits and hence, determining and 

evaluation of ECG is a cumbersome task. Hence, it is 

significantly mandatory to utilize computer based techniques 

to examine the ECG signal. Due to large fluctuation and 

variability in the signals obtained from electrocardiogram, the 

evaluation and determination of output is a troublesome 

process [2-5]. The variations produced in the signal are non-

periodic and are not provided pre-defined time sessions. The 

visual basis examinations are not completely reliable. Hence, 

the computer based methods has been invented to examine 

ECG signal [6]. During heartbeat, heart depolarization leads to 

the production of heart contraction. The electric signals are 

produced by consequent contraction and relaxation of heart 

muscles which are further evaluated by operation of device 

through skin [7]. This technique is utilize to determine the 

pace and periodicity of heartbeats so that if there is any kind 

of irregularity in the heartbeat can be detected with less efforts 

[7]. The electrocardiogram is referred to as a biomedical 

device that plots the activity of heart on the screen graph in 

form of electrical signals [8]. 

 

II. PROBLEM FORMULATION 

Heart rate prediction was done on the basis of obtained ECG 

signals. To do so physicians have to install big machines. 

These machines for observing ECG rate of one’s heart is 

become quite popular as its results are quite effective and thus 

it becomes trustworthy among patients and physicians also. 

The ECG machines are quite expensive and heavy to hold. 

Therefore, to reduce the complexity, cost incurred and 

inconveniences the heart rate prediction domain moves 

toward a new research domain in which by use of the facial 

expressions, physical activities, and speech of the patient 

heart rates are predicted. On the basis of the literature review 

it is concluded that limited work has been done in the field of 

heart rate prediction using physical activities like facial 

expression, physical activities. And to make the patients and 

doctor more conformable with this style of analysis it is 

required to get effective heart rate prediction models whose 

major sections are feature extraction approaches, video 

enhancement , decision capability enhancement this will this 

domain more reliable and convenient among users. 

 

III. PROPOSED WORK 

The proposed work aims to evaluate the heart rate on the basis 

of the color variation in the video of the patient. For this 

purpose, a video sequence of the patient is firstly captured by 

using video camera and saved to system for further 

processing. The video frames are comprised of 640 by 480 

pixels with RGB format. In proposed work, total 60 frames 

per second is recorded.  After saving the frames of captured 

video, the image pre-processing is applied to the extracted 

frames of the video. The pre-processing is done to enhance the 

quality of the image. For this purpose, the median filter and 

adaptive histogram equalization is applied. The pre-processed 

frames are evaluated for measuring the mean of the frames. 

The FFT mechanism is applied for peak detection. Then on 

detected peak, the Butterworth filter i.e. band pass filters are 

applied. The band pass filters are applied to enhance the edges 
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of the extracted frames. This section defines the flow of the 

proposed work along with its framework.  

Step 1. Select Video: 

The foremost step of the proposed work is to select the video 

of the patient from available set of videos. For this purpose, 

the video is captured by using the video camera and then 

stored to the system. The user has to select the video from 

available set of videos so that further processing could take 

place on it.  

Step 2. Frame Extraction: 

After capturing the video, the next step is to extract the frames 

from the captured video. Total 60 frames are extracted from 

the video. The video is the combination of scenes, the scenes 

are combination of shots and the shots are created by 

combining the frames. The key frames are extracted on the 

basis of the characteristics of the video.  

 

 

 

 

 

 

 

 

Figure 1 Video to Frame conversion process 

In order to extort the features from the video, the separation of 

the frames is the major step. As after extracting the frames 

from video user can apply image enhancement techniques. 

Step 3. Image Pre-Processing: 

In this step, the image pre-processing techniques are applied to 

enhance quality and features of the image. Image pre-

processing refers to the operating the image at lowest level. 

For processing the image, median filter and adaptive 

histogram equalization is applied.  

i) Median Filter: 

Median filter are non-linear filters that are specifically used to 

remove the noise from image so that the more informative 

content can be extorted properly without any flaws. Median 

filters are used to remove the salt and pepper noise. The 

working of median filter is similar to the working of mean 

filter as it follows the concept of moving window. In this, a 

3*3, 5*5 or 7*7 kernel of pixels is scanned over the pixel 

matrix from whole frame or image. The median of the pixel 

value is evaluated and the centralized pixel of the window is 

replaced with the evaluated median value. As the median 

function generates the most robust output in contrast to the 

mean filters thus, the single very deceiving pixels in adjacent 

pixel will not impinge on median values extensively. While, 

the median value must be the value of adjacent pixel, the 

median filter does not generate new unrealistic value of the 

pixel. Therefore, the median filter is widely accepted since it 

preserves the sharp edges than other filters. The steps followed 

by median filter to improve the image quality are as follows: 

a) A dimensional window of 3×3 is selected and centered 

around the processed pixels p(x,y) in the noisy image.  

b) Sort the pixels in ascending order to the selected window 

size and evaluated median value of the sorted pixels 

defined by medium pixel by 𝑃𝑚𝑒𝑑 , maximum pixel or last 

pixel by 𝑃𝑚𝑎𝑥  and minimum or first pixel by 𝑃𝑚𝑖𝑛 in the 

sorted vetor 𝑉0. 

c) If the processed pixel is within the range of 𝑃𝑚𝑖𝑛 <
𝑃(𝑥, 𝑦) < 𝑃𝑚𝑎𝑥 , 𝑃𝑚𝑖𝑛 > 0 𝑎𝑛𝑑 𝑃𝑚𝑎𝑥 < 255, it is 

classified as uncorrupted pixel and it is unchanged. 

Otherwise p(x,y) is classified as noisy pixel. 

d) If p(x,y) is a noisy pixel, then: 

 Case 1: If 𝑃𝑚𝑖𝑛 < 𝑃𝑚𝑒𝑑 < 𝑃𝑚𝑎𝑥  𝑎𝑛𝑑 0 < 𝑃𝑚𝑒𝑑 <
255 𝑡ℎ𝑒𝑛 𝑝(𝑥, 𝑦) = 𝑃𝑚𝑒𝑑   

 If Case 1 in not satisfied then 𝑃𝑚𝑒𝑑  is considered 

as noisy pixel. Pin this case evaluate the distance 

(𝑉𝐷) within the each pair of the adjacent pixels of 

vector 𝑉0. From 𝑉𝐷 find out the maximum value 

and mark it to the corresponding value in 𝑉0. 

e) Repeat from step first to fourth until the whole image is 

processed.  

 

ii) Adaptive Histogram Equalization (AHE) [9]                                                

Adaptive histogram equalization mechanism is used to 

enhance the contrast in the image. AHE is suitable to the 

images that comprised of local regions either low contrast or 

dark regions. In AHE, only small regions are considered for 

processing on the basis of the local cdf of the particular 

region. The steps for AHE are as follows: 

a) Evaluate the size of the grid on the basis of the 

maximum dimensions of the image whereas the 

minimum grid size is of 32 pixel square.  

b) Select the grid size to the default window if the size of 

the window is not specified. 

c) Classify the grid points in the image, by initiating from 

top-left corner of the image. The grids points in the 

image are differentiated by grid size pixels.  

d) Evaluate the cdf of the region corresponding to the each 

grid point. 

e) Repeat step 6 to 8 for each pixel in the image.  

f) Locate 4 most adjacent grid points surrounding that 

specific pixel. 

g) Find the mapping at selected 4 grid points on the basis of 

their index i.e. intensity value and cdfs.  

h) Interpose among these evaluates values to find out the 

mapping at the current location of the pixel. Map the 

intensity to the range [min: max] and put it to the output 

image. 

Video 

Scenes 

Shots 

Frames 

Video 

Scenes 

Shots 

Frames 
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After applying median filter and AHE for image pre-

processing, evaluate the mean value of the each frame.  

Step 4. Peak Detection: 

For peak detection, first of all, the three layers from RGB 

image is extracted. The formulation for RGB model is as 

follows: 

First of all the RGB normalization is done to convert the 

image. 

𝑟 =
𝑅

𝑅 + 𝐺 + 𝐵
, 𝑔 =

𝐺

𝑅 + 𝐺 + 𝐵
, 𝑏 =

𝐵

𝑅 + 𝐺 + 𝐵
… … (1) 

After applying the RGB model, the HSI model is also applied 

to the extracted frames. The formulation for this is as 

follows: 

Following normalized HSI component is observed: 

ℎ = {
0.5[(𝑟 − 𝑔) + (𝑟 − 𝑏)]

[(𝑟 − 𝑔)2 + (𝑟 − 𝑔)(𝑔 − 𝑏)]
1

2⁄
}  ℎ ∈ [0, 𝜋]𝑓𝑜𝑟 𝑏

≤ 𝑔 … (2) 

ℎ = 2𝜋 − 𝑐𝑜𝑠−1 {
0.5[(𝑟 − 𝑔) + (𝑟 − 𝑏)]

[(𝑟 − 𝑔)2 + (𝑟 − 𝑔)(𝑔 − 𝑏)]
1

2⁄
}  ℎ

∈ [0,2𝜋]𝑓𝑜𝑟 𝑏 > 𝑔 … (3) 

𝑠 = 1 − 3. 𝑚𝑖𝑛(𝑟, 𝑔, 𝑏); 𝑠 ∈ [0,1] … . (4) 

𝑖 =
𝑅 + 𝐺 + 𝐵

3.255
  𝑖 ∈ [0,1] … … . (5) 

Then, mean value of individual frame for all layers 

corresponding to both of the color model is evaluated. The 

 𝑅𝑚, 𝐺𝑚 , 𝐵𝑚 for RGB model and 𝐻𝑚 , 𝑆𝑚, 𝐼𝑚 for HSI model.  

1

𝑛
∑ 𝑥𝑖

𝑛

𝑖=1

… … (6) 

𝑥𝑖 refers to the pixel value of the image 

 In this step the peak detection is done by applying the Fast 

Fourier Transform (FFT) function. Function of Fourier 

Transform can be described as an operation that would 

convert real variable function into another function. New 

type of functions is represented in frequency domain and this 

obtained function describes that which frequencies are 

represented in real function. Consequently, functions are 

disintegrated into the oscillatory function by using the 

Fourier Transform. FFT [10] is used in our work because 

frequency components are treated as important characteristic 

of an image. The domain of image is transformed to 

frequency by using FFT technique. The scale variation thus 

produced can make the process of extracting important 

features of image easier. Thus, FFT is an important step in 

image fusion technique that aims at identifying the more 

significant image features than the less significant ones. The 

function used for FFT evaluation is as follows: 

𝑋(𝑘) = ∑ 𝑥(𝑛)𝑊𝑁
𝑘𝑥

𝑁−1

𝑛=0

. 0 ≤ 𝐾 ≤ 𝑁 − 1 … . (7) 

𝑊𝑁 − 𝑒−𝑗2𝜋1𝑁 … … (8) 

𝑥(𝑛) refers to the sequence of data with length N. The FFT is 

applied to each and every layer of both of the color model.  

Step 5. Band Pass Filtration  and optimization process: 

In this step, the band pass Butterworth filters are applied to 

remove the electric noise, drift rates from the signals. It is 

firstly used by Stephen Butterworth. Basically, it was 

developed to have flat frequency response. The magnitude 

frequency response of Butterworth filters are evaluated as 

follows: 

|𝐻(Ω)|2 =
1

1 + (Ω/Ω𝑐)2𝑁
=

1

1 + 𝜖2(Ω/Ω𝑝)2𝑁
… . . (9) 

Where A depicts the filter gain, N is a filter order, Ω𝑐 defines 

the -3db frequency, Ω𝑝 is a pass band edge frequency and 
1

1+𝜖2 

defines the band edge with the value of |𝐻(Ω)|2.  In this, the 

magnitude response reduces with the increment in the 

frequency. After applying the Butterworth band pass filter, 

next step is to evaluate the PSO optimization technique. The 

PSO [11] is a swarm intelligence based optimization 

technique. The idea of social foraging behavior of animals is 

the major base behind the working of PSO. It is comprised of 

collection of particles that budge around the given search 

space prejudiced by their own best past location. 

Corresponding to the each iteration, the particle velocity is 

upgraded by using the following formulation. 

 

𝑣𝑖(𝑡 + 1) = 𝑣𝑖(𝑡) + (𝑐1 × 𝑟𝑎𝑛𝑑() × (𝑝𝑖
𝑏𝑒𝑠𝑡 − 𝑝𝑖(𝑡)))

+ (𝑐2 × 𝑎𝑛𝑑()

× (𝑝𝑔𝑏𝑒𝑠𝑡 − 𝑝𝑖(𝑡))) … . . (10) 

 

Where, 𝑣𝑖(𝑡 + 1) depicts the new velocity value for 𝑖𝑡ℎ 

particle,  

𝑐1, 𝑐2 are the weight coefficient for local best and global best, 

𝑝𝑖(𝑡) defines the position for the  𝑖𝑡ℎ position for particle at 

time t, 

𝑝𝑖
𝑏𝑒𝑠𝑡  states the best known position for 𝑖𝑡ℎ particle, 

The position of the particles is updated by using the following 

equation: 

𝑝𝑖(𝑡 + 1) = 𝑝𝑖(𝑡) + 𝑣𝑖(𝑡) … . (11) 

 

Step 6. Z Score evaluation: Basically, a z-score is the 

quantity of standard deviations from the mean a data 

point is. Logically, it is an estimation of how many 

standard deviations occurred above or below the 

population mean raw score is. A z-score is otherwise 

called a standard score and it tends to be put on a 

typical distribution curve. The expression for z score 

is illustrated below as: 

𝑧 =
𝑥 − 𝑥

𝜎𝑥

… (12) 
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Figure 2 Block Diagram of the proposed work 

 

IV. IMPLEMENTATION 

This section represents the results that are obtained after 

implementing the proposed heart rate prediction mechanism 

in MATLAB. The classification of the observed results is 

done on the basis of the defined objectives. 

Table 1 Performance Analysis of proposed work after 

implementing enhancement process only (E-HRD) 

Actual 

BPM 

BPM RGB 

Layer 

Overall 

Best 

BPM 

Error 

rate 

Z 

Score 

75 75,45,45 75 0 -0.047 

83.6 87,87,87 87 3.4 -0.043 

68 60, 111,60 60 8 -0.047 

86.06667 81,45, 111 81 5.066667 -0.048 

96 48, 93,57 93 3 -0.050 

80 48,69,75 75 5 -0.046 

91 81,114,84 84 7 -0.048 

81 48,48,84 84 3 -0.047 

55 48,48,48 48 7 -0.046 

59.6 45,48,123 48 11.6 -0.048 

70 45,75,48 75 5 -0.047 

55 48,48,48 48 7 -0.042 

92 45,99,111 99 7 -0.048 

58 45,45,48 48 10 -0.042 

The overall performance of the proposed work for E-HRD is 

evaluated with respect to the videos of different 14 patients. 

The highest error rate of proposed work for E-HRD is 0 and 

the highest error rate is 11.6 for 10th video. The facts observed 

from the graphical performance of the proposed work for EF-

HRD are calibrated in table 2. The table shows the value 

obtained corresponding to the actual BPM, BPM of R layer, G 

layer, B layer, H layer, S layer and I layer. Along with this the 

overall best BPM, Error Rate and Z score.  

Table 2 Performance Analysis of Proposed after implementing 

color models (EF-HRD) 

Actu

al 

BPM 

BPM RGB 

Layer 

BPM HSI 

Layer 

Best 

BP

M 

Erro

r 

rate 

Z 

Scor

e 

75 75,96, 42 45,75,75 75 0 

-

0.01

9 

83.6 
120, 

120,120 
84,63,120 84 0.4 0.32 

68 
117, 

114,114 

108,64.7,1

17 

64.7

7 
3.22 

-

0.03

2 

86.06 45,42,84.37 54,54,54 
84.3

7 
1.69 

0.00

4 

96 111,84,51 93,54,111 93 3 0.02 

80 42,114,42 
123,81.03,

42 

81.0

3 
1.03 0.04 

91 69,54,54 90,75,69 90 1 0.03 

81 120,114,111 
83.7,108,1

20 
83.7 2.7 0.11 

55 69,75,51 102,42,69 51 4 -0.04 

59.6 114,123,42 72,66,114 66 6.4 -0.03 

70 93,72,60 105,69,90 69 1 -0.01 

55 111,108,93 42,54,111 54 1 -0.01 

92 120,90,111 111,42,81 90 2 -0.03 

58 
111,61.38,1

20 
75,84,111 

61.3

8 
3.38 -0.02 

Extraction of Frames 

Selection of Video 

Separation of Layer 

ROI detection 

Mean of each frame 

Apply Filter 

Calculate FFT spectrum 

Calculate z score 

Evaluate BPM 
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(a) Heart Rate                     

  
        (b) Error Rate 

 
               (c) Success Rate               

  
 (d) Comparison Analysis 

Figure 3 Performance Evaluation (a) Heart Rate (b) Error Rate 

(c) Success Rate (d) Comparison Analysis of Heart Rate of 

actual, E-HRD, EF-HRD and OEF-HRD of Proposed Work  

Under this objective, the Particle Swarm Optimization (PSO) 

is applied to images or frames. This section defines the results 

that are obtained after applying the OEF-HRD to the output of 

the EF-HRD.  

The performance of the proposed work is shown in the terms 

of heart rate, error rate and success rate and represented in the 

figure 3. Along with this the deep analysis are shown in table 

3 in the terms of BPM, Z score, Error Rate and Success Rate. 

 

Table 3 Performance Analysis of Proposed Work after 

implementing the optimization technique (OEF-HRD) 

Actual 

BPM 

BPM 

RGB 

Layer 

BPM 

HSI 

Layer 

Over

all 

Best 

BPM 

Erro

r rate 

Z 

Score 

75 75,96,42 45,75,75 75 0 -0.01 

83.6 
120,120,1

20 

83.58,63,

120 
83.58 0.02 0.32 

68 
117,114,1

14 

108,67.05

,117 
67.05 0.94 -0.03 

86.06 
45,42,85.

7 
54,54,54 

85.71

4 
0.35 0.004 

96 111,84,51 
93.93,54,

111 
93.93 2.06 0.02 

80 42,114,42 
123,79.9,

42 
79.92 0.08 0.04 

91 69,54,54 
90.9,75,6

9 
90.90 0.09 0.03 

81 
120,114,1

11 

81,108,12

0 
81 0 0.11 

55 
69,75,51.

5 
102,42,69 51.51 3.48 -0.04 

59.6 
114,123,4

2 

72,65.3,1

14 
65.34 5.74 -0.03 
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70 93,72,60 
105,69.6,

90 
69.69 0.30 -0.01 

55 
111,108,9

3 

42,54.5,1

11 
54.54 0.45 -0.01 

92 
120,90.9,

111 
111,42,81 90.90 1.09 -0.03 

58 
111,59.4,

120 
75,84,111 59.4 1.4 -0.02 

 

V. CONCLUSION 

To overcome the issues such as complexity, cost and 

inconveniences in ECG machines a better method is proposed 

in this work. The major concern of the proposed work is to 

evaluate the heart rate based on the color variation in the 

video of the patient. The main parts contained in this new 

method are selection of video, extraction of frames, 

separation of layer, peak detection, median filter, z score 

evaluation, PSO mechanisms. The results of the proposed 

work are obtained on the basis of three objectives that are E-

HRD, EF-HRD, OEF-HRD and also based on the comparison 

analysis. The heart rate obtained by implementing E-HRD is 

identical to the actual heart rate. After that the EF-HRD is 

implemented that is advanced video frames quality 

enhancement method it is demonstrated that the error rate is 

less and success rate is high comparative to the E-HRD. The 

value of heart rate of EF-HRD is closer to the values of the 

actual heart rate which means by utilizing image pre-

processing techniques, color models and filtration schemes, 

the heart rate d detection can done more effectively with high 

accuracy rate. Now, OEF-HRD is implemented to resolve the 

problem of selection model for filter coefficients under which 

the Particle Swarm Optimization (PSO) is applied to images 

or frames. This objective offers better values of heart rate 

(error rate, success rate) comparative to the EF-HRD. 

Ultimately, Final comparison is done on the basis of 

correlation, success rate, Z score, BPM and error rate of the 

proposed and the existing method among the results obtained 

from the results of E-HRD, EF-HRD, and OEF-HRD 

respectively. Hence, it is proved from the results that the 

proposed work is effective and reliable to detecting heart rate 

from video of patients. As the proposed work offers better 

results but more amendments are also possible in this work. 

Likewise the heart rate in the proposed work is obtained by 

using face recognition but it can be evaluated by using 

different regions of interest that are cheeks, forehead etc.  
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